
ACK 2024 학술발표대회 논문집 (31권 2호)

랜드마크 시퀀스를 기반으로 한 개별 오디오 구동  

화자 생성 

 

Son Thanh-Hoang Vo, Quang-Vinh Nguyen, 양형정, 신지은, 김승원, 김수형* 

전남대학교 인공지능융합대학 
{hoangsonvothanh, vinhbn28, hjyang, jieunshin, seungwon, shkim}@jnu.ac.kr 

 

Individual Audio-Driven Talking Head Generation based on 

Sequence of Landmark  
 

Son Thanh-Hoang Vo, Quang-Vinh Nguyen, Hyung-Jeong Yang,  

Jieun Shin, Seungwon, Soo-Huyng Kim* 

College of Artificial Intelligence Convergence, Chonnam National University 

 

 

Abtract 

Talking Head Generation is a highly practical task that is closely tied to current technology and has a wide range 

of applications in everyday life. This technology will be of great help in the fields of photography, online 

conversation as well as in education and medicine. In this paper, the authors proposed a novel approach for Individual 

Audio-Driven Talking Head Generation by leveraging a sequence of landmarks and employing a diffusion model 

for image reconstruction. Building upon previous landmark-based methods and advancements in generative models, 

the authors introduce an optimized noise addition technique designed to enhance the model’s ability to learn temporal 

information from input data. The proposed method outperforms recent approaches in metrics such as Landmark 

Distance (LD) and Structural Similarity Index Measure (SSIM), demonstrating the effectiveness of the diffusion 

model in this domain. However, there are still challenges in optimization. The paper conducts ablation studies to 

identify these issues and outlines directions for future development. 

 

1. Introduction 

Talking head generation is the task of generating talking 

video segments, which has highly practical applications in 

industries such as filmmaking, online communication, the 

metaverse, and especially in education and healthcare [1]. 

Audio-driven talking head generation is an approach to this 

problem that uses the speaker's audio as the primary input 

along with an identity image of the person to be generated. 

The goal of this task is to generate a video of the person talking 

that is synchronized with the given audio. 

This is a topic that has attracted significant interest from 

researchers, and there have been certain achievements. Some 

studies approach the problem by removing the moving areas 

such as the mouth and eyes from the identity image and 

attempting to reconstruct them from the audio [2-4]. This 

approach is intriguing, but the results are unnatural because 

the head posture remains static. This method proves to be 

effective in handling the task of controlling emotion in videos. 

The landmark-based method has yielded remarkable results, 

with the output being able to mimic real-life movements. 

* 교신저자 (Corresponding Author) 

However, these methods often rely on models such as GANs 

and VAEs for generation, which usually result in image quality 

that is not truly optimal. Additionally, another approach that is 

gaining more attention from researchers is constructing a 

sequence of landmarks from audio and utilizing this sequence 

to generate the face [5-8]. Furthermore, with the development 

of current generative models, some studies have applied 

Diffusion models to this task, as demonstrated by [9-10] with 

very positive results. 

Building on the strengths of previous methods, in this paper, 

we aim to develop a model to solve the Audio-Driven Talking 

Head generation task through a Sequence of Landmarks and 

image reconstruction using Diffusion. Additionally, we 

propose a highly effective noise addition method tailored for 

this task, and we will use a Diffusion model with video as 

input to easily learn temporal information from the input data. 

In the following sections, the authors will present the 

method of generating a Sequence of Landmarks from audio, a 

method we have researched previously. The Proposed Method 

section will detail our proposed approach. Then, experiments 
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will be conducted to demonstrate the effectiveness of our 

approach. Finally, in the Conclusion section, we will 

summarize the paper, highlighting its advantages and 

limitations. 

2. Related Work 

To implement the proposed method, the input we require is 

a sequence of landmarks generated from audio. Son et al. [11] 

proposed a method that utilizes Dual-Domain information, 

merged through the KAN model [13]. This model uses two 

separate domains, each learning different aspects of the audio 

data. The Global branch is responsible for extracting 

information from raw audio, as raw audio signals can easily 

represent volume variations, thus conveying information 

about mouth movements. The Content branch learns 

information based on audio vectors extracted by the Wav2vec 

[12] model, carrying emotional information, which provides a 

good representation of emotions. These two sources of 

information are combined through the KAN model, resulting 

in outstanding performance. 

3. Proposed Method 

Overview: According to Figure 1, the proposed model 

inputs a speech audio clip and a reference identity frame of the 

actor. The model's predicted output is a talking video of the 

actor, where the mouth movements and head posture are 

synchronized with the input audio. The authors use two pre-

trained models: Audio Emotion Classification (ConformerXL) 

and Audio to Landmarks (Sec. 2). Audio to Landmarks is used 

to generate a sequence of landmarks from the audio. Audio 

Emotion Classification is used to classify the audio into one of 

the seven emotions in the dataset. 

Mask-Noise Layer: The authors have proposed a method 

for adding noise to diffusion models, which is an optimized 

approach for the problem of Talking Head Generation based 

on landmark sequences. This method first uses a Gaussian 

function to create a mask layer based on the landmarks. Each 

landmark position is transformed into a region with a kernel 

size of 𝑘  and value distribution according to the Gaussian 

distribution. The resulting outcome can be understood using 

the following formula: 

𝐺(𝑥, 𝑦) =
1

2𝜋𝜎
𝑒

−
𝑥2+𝑦2

2𝜎2  (1) 

where 𝑥, 𝑦 are the coordinates of the landmark point, σ is 

the standard deviation, and 𝑒 is the exponential function. The 

result obtained from the previous step has a shape in the form 

of 𝑋 ∈ ℝ𝑇×𝑊×𝐻×𝐶 . Next, a mask layer is created with a 

threshold 𝑡 using the formula. 

𝑀𝑡,𝑤,ℎ,𝑐 = {
1, 𝑖𝑓𝑋𝑡,𝑤,ℎ,𝑐 > 𝑡

0, 𝑖𝑓𝑋𝑡,𝑤,ℎ,𝑐 < 𝑡
 (2) 

Afterward, a noise value is generated based on the mask 𝑀, 

with noise added at each position where 𝑚 = 1 , using the 

function ϵ ∼ 𝒰(0,1). Finally, these noisy positions are used 

to replace the corresponding positions in the original image 𝑋. 

Class-Diffusion: In the subsequent layer, the author used 

the class prediction values from the Emotion Classification 

model and the sequence of noise images obtained as input to 

the model. To enable the model to accurately reproduce the 

corresponding emotion, an embedding layer is constructed to 

transform the class prediction values into a vector compatible 

with the noise image input. This emotion vector 𝑤  is then 

combined with the time step 𝑠 taken from the schedule and 

integrated with the noise image before being fed into the 

Diffusion model for training. The formula at this stage can be 

represented as follows formula (3). 

Figure 1. Overview of the method architecture 
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For the Diffusion model, we use a 3D Basic UNet with 4 

down-sampling layers corresponding to feature sizes of 32, 64, 

128, and 256. The number of class embeddings is 8, which 

corresponds to the 8 emotion class labels in the dataset. 

4. Experiments and Results 

Dataset: In this paper, we use the MEAD dataset — A 

Large-scale Audio-visual Dataset for Emotional Talking-face 

Generation [14]. This dataset is designed for the task of Audio-

Driven Talking Head Generation. The dataset consists of 60 

individuals, each with 8 different types of emotions. The total 

video duration of this dataset is up to 40 hours. However, in 

this paper, we will first use a single identity to demonstrate the 

model’s performance. 

Experiments setup: To evaluate the experimental results, 

we trained the model and evaluated it on ID M030, splitting 

the data with a 90-10% ratio corresponding to the training and 

test sets. We use the metrics LD - Landmark Distance on 

whole facial landmarks and mouth specific landmarks [11] to 

assess the accuracy of facial motion and head pose. 

Additionally, we use the PSNR - Peak Signal-to-Noise Ratio 

and SSIM - Structural Similarity Index Measure to evaluate 

the quality of the output video. 

For the environment, the algorithms and models are 

implemented in Python using the PyTorch library. Our 

hardware configuration includes an NVIDIA RTX 4090 GPU 

with 24GB of memory. For the experiments, the model is 

trained with the MSE loss function and optimized using the 

Adam optimizer with a learning rate of 1𝑒 − 4. The learning 

rate schedule used is Cosine Annealing, with a parameter tmax 

equal to the number of epochs, which is 500. The diffusion 

scheduler used is DDPM with the number of timesteps set to 

1000; however, during inference, we only use 300 timesteps. 

Table 1. Quantitative comparison with related methods 

 

Results: The experimental results demonstrate the 

effectiveness of the proposed method compared to recent 

approaches. As shown in Table 1, our method achieves very 

high performance, particularly in terms of the LD metric for 

both the face and the entire head. This indicates that the noise 

addition technique we propose effectively preserves 

information from the sequence of landmarks. Correspondingly, 

the SSIM metric also shows the highest performance, proving 

that using the Video Diffusion model is an effective approach 

for the Talking Head Generation task. 

However, for the PSNR metric, our results are not yet 

optimal. While our model delivers fairly good results, the 

color contrast is not as sharp as in the Ground Truth images. 

We believe this could be due to suboptimal post-processing or 

the effect of the number of timesteps used when adding noise. 

To investigate this, we conducted ablation studies to identify 

the cause. 

 

Ablation studies were designed to demonstrate the impact 

of the Diffuser Scheduler on the quality of the output results. 

As shown in Table 2, when the number of timesteps (𝑡 )  

increases, the evaluation metrics tend to worsen, with the best 

results achieved at an intermediate range of 200-300 timesteps. 

This finding indicates that while a larger number of timesteps 

allows the model to remove more noise, setting 𝑡  too high 

leads to ‘oversmoothing’, whereas setting it too low results in 

remaining noise. Through this ablation study, we can propose 

some potential directions for further development of this task, 

such as designing a new Diffuser Scheduler that is better 

suited for this model. 

Table 2. Ablation study on the quality of results depending on 

the number of time-steps in the Diffuser Scheduler 

𝑡 100 200 300 400 500 1000 

PSNR 19.27 21.13 24.69 20.26 17.12 12.62 

SSIM 0.728 0.8023 0.854 0.817 0.748 0.061 

 

5. Conclusion 

In this study, the authors have proposed a new method for 

Audio-Driven Talking Head Generation using a diffusion 

model that incorporates a sequence of landmarks as input. Our 

proposed noise addition technique effectively retains essential 

information from the landmark sequences, resulting in highly 

accurate facial motion and head pose synchronization, as 

demonstrated by our superior performance in LD and SSIM 

metrics. However, the model’s performance in PSNR 

indicates that further refinement is necessary, particularly in 

the post-processing stage and the selection of timesteps for 

noise addition. The ablation studies revealed the trade-offs 

between timestep selection and output quality, suggesting that 

an optimal range of 200-300 timesteps provides the best 

balance. In the future, we plan to further develop this model 

and use a more diverse dataset to address the multi-individual 

task, enhancing the model’s flexibility and broader 

applicability. Future work will also focus on designing a more 

suitable diffusion scheduler and additional methods to 

improve video quality, ensuring both robustness and realism 

in the generated talking head. 
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𝑤 = 𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝑤)  
𝑡𝑒𝑚𝑏 = 𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝑠) 

𝑡𝑒𝑚𝑏 = 𝑐𝑜𝑛𝑐𝑎𝑡(𝑡𝑒𝑚𝑏, 𝑤) 

(3) 

Method PSNR SSIM M-LD F-LD 

MEAD [14] 23.88 0.53 3.23 3.35 

MakeItTalk [15] 26.78 0.56 3.23 3.65 

Wav2Lip [16] 27.69 0.59 2.19 2.33 

EVP [5] 27.63 0.71 1.38 2.88 

Proposed 24.69 0.85 1.22 1.33 
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