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ABSTRACT 

Empathy plays a crucial role in effective mental health support, particularly on text-based platforms where 

individuals seek understanding and compassion. Building on previous work that predicted empathy in separate 

models, we propose a multi-task learning approach that jointly models three empathy communication mechanisms: 

emotional reactions, interpretations, and explorations. By integrating RoBERTa with GRU layers, our model 

improves the accuracy and efficiency of empathy detection. Additionally, we address class imbalance by 

incorporating focal loss, which helps the model focus on underrepresented strong empathy signals. Our 

experiments show that the multi-task model, combined with focal loss, significantly improves performance across 

all empathy dimensions, making it a promising tool for enhancing real-time empathy feedback in online mental 

health support systems. 

 

1. INTRODUCTION 

According to WHO studies, mental disorders impact 

12.2% to 48.6% of individuals over their lifetimes and 

account for 14% of the global illness burden, yet access to 

care remains limited, with an average of just nine mental 

health practitioners per 100,000 people worldwide [1]. The 

shortage of mental health practitioners, averaging only nine 

per 100,000 people globally, has fueled the demand for 

online mental health services. In recent years, the shift 

towards text-based mental health platforms, such as online 

peer support forums and therapy apps, has provided millions 

of people with a space to express their emotions and seek 

help [2]. Moreover, empathy plays a fundamental role in 

mental health care, fostering deeper connections and 

enhancing therapeutic relationships by promoting 

understanding and compassion, which is essential for 

meaningful patient-provider interactions. 

Research in natural language processing (NLP) has 

developed computational models to detect empathy in text-

based conversations. Sharma et al. introduced a RoBERTa-

based bi-encoder model for detecting empathy in online 

mental health support, focusing on three key mechanisms: 

Emotional Reactions, Interpretations, and Explorations, 

which capture different aspects of empathy in response posts 

[3]. While their approach showed promising results, using 

separate models for each mechanism limits information 

sharing across tasks and can lead to inefficiencies. 

We propose a multi-task learning model to predict three 

empathy mechanisms—emotional reactions, interpretations, 

and explorations—simultaneously. By sharing 

representations across tasks, the model captures the 

interactions between these mechanisms. To address class 

imbalance, we incorporate focal loss, which helps the model 

focus on difficult-to-classify examples, improving empathy 

detection for underrepresented instances. This approach 

balances the training process and enhances the model's 

accuracy in detecting empathy in mental health conversations. 

The main contributions of this paper are as follows: 

1. We present a multi-task learning model using 

RoBERTa and GRU to predict emotional reactions, 

interpretations, and explorations, improving 

efficiency and performance. 

2. We address class imbalance in empathy detection by 

applying focal loss, enhancing the model's ability to 

identify rare empathy instances. 

3. We perform experiments comparing rationale-

augmented and rationale-free training approaches, 

demonstrating the improvements brought by our 

model enhancements. 

Through these contributions, we aim to improve the 

detection of empathy in text-based mental health support, 

ultimately enabling more effective real-time feedback 

systems to assist peer supporters in providing compassionate 

and meaningful help. 

2. RELATED WORKS 

Empathy detection in text-based conversations has 

garnered increasing attention in recent years due to the rise of 

online mental health platforms. Understanding and predicting 

empathic responses in these settings is crucial for improving 

the quality of support offered to users. This section discusses 

prior research on empathy detection, multi-task learning, and 

handling class imbalance in natural language processing 

(NLP). 
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2.1 Empathy Detection in Text-Based Mental Health 

Support 

Empathy detection in text-based mental health support 

is a growing research area, helping improve peer support 

and emotional response systems. Sharma et al. developed a 

RoBERTa-based bi-encoder model to detect emotional 

reactions, interpretations, and explorations, though it relied 

on separate models for each mechanism, limiting 

efficiency [3]. Other studies, like Pérez-Rosas et al., 

explored empathy in multimodal settings using text, audio, 

and video, offering insights into how empathy manifests 

across different modalities [4]. While these studies laid 

foundational work in detecting empathy in mental health 

conversations, they relied on separate models for each 

mechanism, thus limiting task interdependence. 

Building on these efforts, our work focuses on 

improving empathy detection in mental health discussions 

through a more efficient multi-task learning approach 

[5][6]. 

2.2 Multi-Task Learning for NLP 

Multi-task learning (MTL) enables multiple related tasks 

to be learned simultaneously through shared representations, 

improving generalization and reducing overfitting in NLP 

tasks like sentiment analysis and named entity recognition 

[7]. This approach is especially useful when labeled data is 

limited. For empathy detection, MTL allows a single model 

to predict emotional reactions, interpretations, and 

explorations, capturing task dependencies and enhancing 

efficiency [3]. MTL has demonstrated improved performance 

in various NLP domains by leveraging shared task 

knowledge [6][8]. In our study, MTL improves empathy 

detection by simultaneously predicting multiple empathy 

mechanisms in mental health conversations. 

2.3 Addressing Class Imbalance in NLP 

Class imbalance is a common issue in NLP tasks, particularly 

when predicting rare classes like strong empathy signals. 

Traditional models often struggle with underrepresented classes, 

leading to biased results. Methods like oversampling, under 

sampling, and class-weighted loss have been proposed to 

address this [8]. More recently, focal loss has emerged as a 

solution, enabling models to focus on challenging, 

underrepresented examples [11]. Research by Usuga-Cadavid et 

al. further demonstrates the effectiveness of focal loss in 

Transformer-based models, such as RoBERTa, making it a 

suitable technique for our empathy detection task [12]. 

3. PROPOSED METHODS 

In this work, we propose a multi-task learning approach 

for empathy detection in text-based mental health 

conversations. The goal is to predict three empathy 

communication mechanisms—emotional reactions, 

explorations, and interpretations—simultaneously, using a 

shared model architecture. This section describes the 

architecture of our model, the rationale for selecting this 

approach, and the techniques used to handle class imbalance. 

3.1 Multi-Task Learning with RoBERTa and GRU 

To capture the complex interactions between the different 

empathy mechanisms, we employ a multi-task learning 

(MTL) architecture. By jointly learning these tasks, the 

model benefits from shared representations across tasks, 

allowing it to generalize better and reduce overfitting. The 

proposed model combines the RoBERTa language model and 

a GRU (Gated Recurrent Unit) to process the textual data. 

RoBERTa Encoder: RoBERTa, a transformer-based 

model, is used to generate contextual embeddings for the 

input text. Both the Seeker Post (SP) and Response Post (RP) 

are tokenized and fed into the RoBERTa encoder to capture 

the contextual meaning of the conversation. 

GRU Layer: The outputs from RoBERTa are 

concatenated with optional rationale embeddings, and the 

combined sequence is fed into a GRU layer. The GRU is 

designed to capture sequential dependencies in the text, 

allowing the model to understand the flow of empathy across 

the posts. 

Task-Specific Heads: After passing through the GRU, the 

model branches into three separate linear layers, each 

responsible for predicting one of the empathy mechanisms. 

These heads predict the emotional, exploration, and 

interpretation levels for each input. 

 

 
(Fig 1) Proposed Architecture 

3.2 Handling Class Imbalance with Focal Loss 

One of the key challenges in this task is the class 

imbalance, particularly the underrepresentation of strong 

empathy signals as shown in fig 2. To address this, we 

introduce focal loss, a loss function designed to focus more 

on difficult-to-classify examples, thereby mitigating the 

impact of the majority class dominating the learning process. 

Unlike standard cross-entropy loss, focal loss reduces the 
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relative loss for well-classified examples, placing more focus 

on misclassified instances. This is particularly useful in tasks 

like empathy detection, where the strong empathy class 

(Level 2) is significantly rarer than the weak or absent 

empathy classes (Levels 0 and 1). 

 
(fig 2) Class Distribution of Each empathy level 

By applying focal loss, the model gives more weight to rare 

instances of strong empathy, improving its ability to detect 

these crucial signals. 

4. DATA SET AND RESULTS 

In this section, we present the dataset and results of our 

experiments, comparing the performance of various model 

configurations across the three empathy communication 

mechanisms: emotional reactions, explorations, and 

interpretations. We evaluate the models based on accuracy 

and F1-score, both of which are crucial metrics for assessing 

the quality of predictions in the context of class imbalance. 

4.1 Dataset 

For this study, we used a dataset consisting of posts from 

online mental health platforms, primarily focusing on seeker-

response pairs. The dataset was annotated following the 

framework established by Sharma et al. [3], where three 

empathy communication mechanisms: Emotional Reactions, 

Interpretations, and Explorations are labeled. These 

mechanisms capture how peer supporters’ express empathy 

in their responses to seekers’ posts. 

The dataset is structured as follows: 

1. Seeker Post (SP): The original post by a user seeking 

help or emotional support. 

2. Response Post (RP): The peer supporter’s reply to the 

seeker’s post. 

3. Annotations: Each response post is annotated based 

on the level of empathy expressed in three 

communication mechanisms: 

 Emotional Reactions (ER): Communicating 

warmth, compassion, or concern. 

 Interpretations (IP): Communicating an 

understanding of the seeker’s feelings or 

experiences. 

 Explorations (EX): Probing for more information 

or encouraging the seeker to explore their 

feelings. 

 The levels of empathy for each communication 

mechanism are annotated as: 

• Level 0 (No Communication): No empathy 

expressed. 

• Level 1 (Weak Communication): Weak 

empathy expressed. 

• Level 2 (Strong Communication): Strong 

empathy expressed. 

The dataset is comprised of thousands of seeker-

response pairs, with empathy levels annotated by 

crowd workers trained to identify these mechanisms. 

The dataset exhibits significant class imbalance, 

particularly in the distribution of weak and strong 

empathy levels, which poses a challenge for the model 

4.2 Model Configurations 

We evaluated four main configurations: 

 Simple Train without Rationale (T1): A multi-task 

model trained without using rationale embeddings. 

 Simple Train with Rationale (T2): A multi-task 

model trained with rationale embeddings. 

 Focal Loss without Rationale (T3): A multi-task 

model trained without rationale embeddings, using 

focal loss to address class imbalance. 

 Focal Loss with Rationale (T4): A multi-task model 

trained with rationale embeddings, using focal loss 

to address class imbalance. 

In our experiments, we used the RoBERTa-base model 

with a sequence length of 64 tokens and trained with a batch 

size of 32. The model was optimized using the Adam 

optimizer with a learning rate of 1e-5, and focal loss was 

employed with γ = 2 to handle class imbalance. We applied a 

dropout rate of 0.3 to prevent overfitting, and the GRU layer 

had 256 hidden units across 2 layers. The training was run 

for 5 epochs, with early stopping based on validation loss, 

and models were trained on a GPU for faster processing. 

4.3 Performance Comparison 

The table below summarizes the performance of each 

configuration across the three empathy mechanisms. We 

report the accuracy and F1-scores for each mechanism, 

demonstrating the impact of focal loss and rationale usage on 

the model’s ability to detect empathy levels. 

<Table1> Results of different model configurations 

Empathy Label / Model T1 T2 T3 T4 

Accuracy 

ER 78.01 78.01 80.6 77.8 

EX 93.53 91.59 92.88 91.59 

IP 82.97 81.68 84.26 80.81 

F-Score 

ER 76.86 77.8 80.23 78.36 

EX 92.35 90.03 92.16 91.52 

IP 81.03 79.81 82.28 78.98 
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4.4 Analysis of Results 

Table 1 depicts the result of each model configuration. The 

results show that the use of focal loss significantly improves 

both the accuracy and F1-score for detecting emotional 

reactions and interpretations, especially in models that do not 

incorporate rationales. Focal loss effectively addresses class 

imbalance by focusing on underrepresented empathy signals. 

Additionally, models without rationale embeddings 

performed similarly or slightly better than rationale-

augmented models, particularly with focal loss, suggesting 

that the absence of rationales does not significantly affect 

performance when focal loss is applied.  

5. CONCLUSION 

This study presented a multi-task learning approach for 

detecting empathy in text-based mental health conversations, 

addressing the challenges of predicting emotional reactions, 

interpretations, and explorations simultaneously. By 

leveraging a RoBERTa-GRU architecture, our model 

achieved improved performance over single-task models by 

sharing representations across empathy mechanisms. 

Additionally, the use of focal loss helped mitigate the class 

imbalance issue, particularly in detecting strong empathy 

signals, leading to more balanced and accurate predictions. 

Our results demonstrated that multi-task learning, 

combined with focal loss, enhances empathy detection in 

mental health support systems. While rationale-augmented 

models provide interpretable outputs, rationale-free models 

offer comparable performance with reduced complexity. 

Future work could further explore techniques for improving 

class imbalance handling and expand the application of this 

model to broader domains within mental health. 
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