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Abstract: Leveraging large language models and safety accident report data has unique potential for 

analyzing construction accidents, including the classification of accident types, injured parts, and work 

processes, using unstructured free text accident scenarios. We previously proposed a novel approach 

that harnesses the power of fine-tuned Generative Pre-trained Transformer to classify 6 types of 

construction accidents (caught-in-between, cuts, falls, struck-by, trips, and other) with an accuracy of 

82.33%. Furthermore, we proposed a novel methodology, saliency visualization, to discern which words 

are deemed important by black box models within a sentence associated with construction accidents. It 

helps understand how individual words in an input sentence affect the final output and seeks to make 

the model's prediction accuracy more understandable and interpretable for users. This involves 

deliberately altering the position of words within a sentence to reveal their specific roles in shaping the 

overall output. However, the validation of saliency visualization results remains insufficient and needs 

further analysis. In this context, this study aims to qualitatively validate the effectiveness of saliency 

visualization methods. In the exploration of saliency visualization, the elements with the highest 

importance scores were qualitatively validated against the construction accident risk factors (e.g., "the 

4m pipe," "ear," "to extract staircase") emerging from Construction Safety Management's Integrated 

Information data scenarios provided by the Ministry of Land, Infrastructure, and Transport, Republic of 

Korea. Additionally, construction accident precursors (e.g., "grinding," "pipe," "slippery floor") 

identified from existing literature, which are early indicators or warning signs of potential accidents, 

were compared with the words with the highest importance scores of saliency visualization. We 

observed that the words from the saliency visualization are included in the pre-identified accident 

precursors and risk factors. This study highlights how employing saliency visualization enhances the 

interpretability of models based on large language processing, providing valuable insights into the 

underlying causes driving accident predictions. 
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