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Abstract
The large data volume of light field (LF) image has motivated much research on how to compress

the data volume more efficiently. One of the approaches is to compress LF images after representing
them in the form of pseudo video sequence. In this way, the pseudo temporal redundancy between
views can be exploited by motion estimation and compensation. Based on our observation that
images obtained by LF cameras have small range of disparity values between adjacent views, we
propose to limit the motion search range to reduce the time complexity of motion estimation. Our
experimental results show that a smaller motion search range reduces the encoding time while not
affecting the bitrate of H.266/VVC much.

1. Introduction
Light Field (LF) images can provide various functionalities 

that conventional 2D images cannot such as depth estimation, 
multi-view rendering, post-capture refocusing, rapid scan-less 
volumetric microscopy and saliency detection [4]. Under 
strong application prospective for immersive applications, 
Moving Picture Experts Group (MPEG) has been paying 
attention on 3D graphics and 3D display based on light fields 
[11] already. However, LF images have an issue of high data 
volume. For example, the dimension of the raw image captured 
by Lytro Illum LF camera [12] is 7728 x 5368 pixels, 
corresponding to 8K resolution (76804320) and consumes 318 
megabytes without compression assuming 8 bits per pixel. 
There has been various research carried out to efficiently 
compress the LF images [5]. M. B. Carvalho et al. applied 
4D-discrete cosine transform (DCT) to exploit the high 
dimensional redundancy within and across the multiple light 
field views [13]. M. Rizkallah et al. applied a view synthesis 
scheme which allowed the LF to be reconstructed with high 
quality even with a small number of views [6]. V. V. Duong et 
al. tested the intra coding tools in H.265/HEVC and H.266/VVC 
to encode a LF image in the lenslet format [7]. 

Recently, there are several research works on LF 
compression focused on converting the LF image into a 
pseudo video sequence (PVS) by stacking the multiple views of 
a LF as illustrated in Figure. 1 [4]. In view of this, in this paper, 
we mainly address compressing the LF by feeding the PVS to 
existing video codecs. Section 2 explains our observations and 
motivations. We look at the experimental result in Section 3. 
Finally, concluding remark is given in Section 4.

2. Observations and Motivations
By rearranging the pixels of a lenslet image 

captured by the LF camera, we can obtain multiple 
sub-aperture images (SAI) which carry scene 
information obtained from different viewpoints [1]. 
When we capture a scene from different viewpoint, 
the objects appear at different coordinate on the 
images, and the pixel coordinate difference of the 
object across different views is referred to as the 
disparity [8]. We can create a PVS by connecting 
multiple SAIs. Here, the SAIs corresponding to 
slightly different viewpoints are aligned along the 
pseudo temporal axis. When we compress the PVS 
by feeding it to a conventional video encoder, the 
correlation between each frame is to be exploited 
by inter coding techniques and the disparity is 
captured by motion vectors which records the 
displacement of the scene object between different 
frames. As stated in [9], disparity between the 
adjacent views does not exceed [-10, 10] pixels for 
the scene captured by LF cameras. We also 
observe that the motion vectors of a PVS of a light 
field “Bikes” [1] tend to be distributed in the region 
of certain radius as shown in Figure 2. In this 
paper, we propose to use a smaller motion search 
range (SR) when encoding the LF PVS.

Figure 1. Formation of PVS by stacking multiple SAIs in an LF image. 
This figure illustrates the process of creating PVS by connecting the 
PVS in a zig-zag scan order.
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3. Experiments
This section provides the experimental 

conditions and results. There are many ways to 
create PVS out of LF such as scanning the SAIs in 
the zig-zag order, z-order, or spiral order [10]. 
However, it is stated in [4] that smoother SAI 
rearrangement tends to have better coding 
performance, so we chose the zig-zag scan order 
as shown in Figure 1. We used two light fields 
“Bikes” and “Stone Pillars Outside” from EPFL 
dataset [1] which contains scenes captured by 
Lytro Illum plenoptic camera. For both light fields, 
central 99 views are cropped from 1515 views to 
avoid extreme vignetting effects at border views as 
described in [14]. When making PVS, each SAI in 
LFs is converted to YUV 420 format before being 
encoded. We carried out an experiment with 
VTM-16.0 [3] on the desktop having intel-i5-8600K 
CPU @ 3.60 GHz and 16 GB RAM under Low Delay 
P (LDP) configuration. LDP is chosen to better 
exploit the disparity between adjacent SAIs in light 
fields. The quantization parameter (QP) is set up at 
22, 27, 32, and 37. Against the VTM-16.0 anchor 
which estimates the motion in TZ-search pattern 
with motion SR of 64, we compared the encoding 
performance of PVSs in terms of the BD-Rate [2] 
and encoding time complexity when motion SR is 
set equal to 8, 16, and 32. A smaller value of 
BD-Rate represents better coding efficiency. 

As one can see in Figure 3, we can see that the 
encoding time complexity can be reduced up to 4% 
by using a smaller SR. Also, as shown in Table 1, 
the average BD-Rate tends to slightly increase as 
SR gets smaller. This result demonstrates that a 
smaller SR is sufficient in coding the LF PVS. 

4. Conclusions
In this paper, we limited the motion search 

range for coding the PVS of LF images. Our 
experimental results showed that a smaller motion 
SR reduced the encoding time complexity and 
slightly increased the BD-Rate. In the future, we 
plan to study more efficient LF PVS coding scheme 
such as developing a novel motion search method 
and a new model for the disparity.
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Figure 2. Motion vector distribution of a PVS converted from the 
light field “Bikes” [1] encoded in Low-Delay P configuration at QP 22. 
A PVS is created by stacking SAIs in a zig-zag scan order as 
illustrated in Figure 1. Red, green and blue circles indicate the 
region with the radius of 8, 16, and 32, respectively.

Figure 3. Relative encoding time complexity ratio of different motion 
SRs.

Table 1. BD-Rate (Y-PSNR) performance (anchor: VVC)

Search Range 8 16 32

Bikes 0.05% 0.00% 0.03%

Stone Pillars Outside 0.00% 0.11% 0.08%
Average 0.02% 0.06% 0.06%
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