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Summary 

Oral cancer is a type of cancer that has a high possibility to be cured if it is threatened earlier. The 

convolutional neural network is very popular for being a good algorithm for image recognition. In this research, 

we try to compare 4 different architectures of the CNN algorithm: Convnet, VGG16, Inception V3, and Resnet. As 

we compared those 4 architectures we found that VGG16 and Resnet model has better performance with an 

85.35% accuracy rate compared to the other 3 architectures. In the future, we are sure that image recognition can 

be more developed to identify oral cancer earlier.   

 

1. Introduction 

Oral cancer forms in tissues of the oral cavity (the mouth) 

or the oropharynx (the part of the throat at the back of the 

mouth)(National institute of cancer by usa.gov). This type of 

cancer has a more significant life expectancy than other 

cancer if it is threatened earlier. Image recognition is a 

subcategory of Computer Vision and Artificial Intelligence, 

representing a set of methods for detecting and analyzing 

images to enable the automation of a specific task. Using this 

technology, we believe that it can detect any early symptoms 

of oral cancer in the future.  

 

2. Related Research 

According to the “Oral cancer prognosis based on 

clinicopathologic and genomic markers using a hybrid of 

feature selection and machine learning methods.” (Chang et 

al.2013) paper that was published in 2013, the writer 

compares the result with several methods such as artificial 

neural network, adaptive neuro-fuzzy inference system, 

support vector machine, and logistic regression also they 

were making the hybrid model of ReliefF-GA-ANFIS with 3-

input features of drink, invasion and p63. That model 

achieved the best accuracy (accuracy = 93.81%; AUC = 

0.90) for the oral cancer prognosis. In the paper, it has been 

explained that some data is divided into two; the first one 

was clinicopathologic variables, and the second one is 

variable of protein types of p53 and p63.  After collection, 

the data feature selection methods were done to make less 

data noise; after that, the data was classified with the k-fold  

 

cross-validation to compare the machine learning methods in 

order to get the best result. In the study called “Improving 

Oral Cancer Outcomes with Imaging and Artificial 

Intelligence” (B.Ilhan.2020) it has been described that to 

improve the performance of the AI, three main steps need to 

be done: preprocessing, image segmentation, and post-

processing. Preprocessing needs to be done to remove any 

unwanted image information contained in the raw images. 

Image segmentation is executed to improve the accuracy of 

the AI model. Lastly, the post-processing method is a process 

to improve the result of the model also to minimize error 

while avoiding overfitting the data. Convolutional neural 

networks are a class of artificial neural networks, most 

commonly applied to analyze visual images. VGG16 is a 

simple and widely used Convolutional Neural Network 

(CNN) Architecture used for ImageNet, a large visual 

database project used in visual object recognition software 

research. The VGG16 Architecture was developed and 

introduced by Karen Simonyan and Andrew Zisserman from 

the University of Oxford, in the year 2014, through their 

article “Very Deep Convolutional Networks for Large-Scale 

Image Recognition. Inception v3 is a convolutional neural 

network to aid in image analysis and object detection and 

started as a module for Googlenet. ResNet, short for Residual 

Network, is a specific neural network introduced in 2015 by 

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun in 

their paper “Deep Residual Learning for Image Recognition”. 
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3. Research Method 

 
Figure 1. Proposed System Structure 

 

This research uses 488 images divided into two categories, 

263 cancer images, and 225 non-cancer images obtained 

from Kaggle and Mendeley data, as the datasets. To create 

the machine learning model, we use Python as the 

programming language and Google Colaboratory as the 

compiler. According to the previous study, the CNN 

algorithm performs well in classifying oral cancer images. 

Based on that, we tried to make a CNN machine learning 

model with four different CNN architectures: Convnet, 

VGG16, Inception-v3, and Resnet.  

 

As we can see in the proposed system structure (figure 1), 

Before building the model, we have done some data pre-

processing. First, we use a function to remove duplicate 

images in the datasets to prevent model overfitting. Then, we 

split the data into three parts. 70% is for training data 

sets,15% is for the validation data, and the last 15% is for the 

testing data. After that, we imported some libraries from 

Keras for the CNN model training, such as dense, conv2d, 

flatten, and max pool. Then, we train the data using  4  

different architectures of CNN with 32 epochs of each 

training. In figure 2, we printed out the result of the training 

the variables of this result include accuracy, f1 score, and 

loss of the 32 epochs training. As we take a look at the result 

(figure 2) the VGG16 and the ResNet model has the best 

performance in maintaining the accuracy compared to other 

models. On the other hand, Convnet model has the worse 

performance in maintaining both accuracy and loss rate. And 

for the f1 score, the Resnet model has the most balance 

performance compared to other models. On another hand, 

Convnet model has the worse outcome. Lastly, VGG16 and 

Inception V3 has similar outcome in term of the f1 score. 

 

 

 

Figure 2. Accuracy, F1 score, and loss of 32 epoch 

 

Figure 3. Accuracy and loss graph of convnet 

 Figure 4. Accuracy and loss graph of VGG16 

 Figure 5. Accuracy and loss graph Inception v3 

 Figure 6. Accuracy and loss graph of Resnet 
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https://www.kaggle.com/datasets/shivam17299/oral-cancer-lips-and-tongue-images
https://data.mendeley.com/datasets/mhjyrn35p4/2


As we can see in figure 3 the accuracy gap between the 

training and validation data is quite big compare to the loss 

rate. For the VGG 16 model (figure 4) the pattern of 

validation and training data set’s accuracy are similar but on 

the other hand the loss rate are quite different. Inception V3 

(figure 5) has a good result in term of maintaining the gap 

between training and validation data set’s accuracy and loss 

rate. Lastly the Resnet model (figure 6) has a good 

performance on balancing loss rate but in term of accuracy 

rate it has a big gap while running the 15 until 20 epoch. 

Although we get a good result on the training test, there is 

some problem that makes the model can't do a perfect 

classification, such as the datasets that we are using are far 

from enough to teach the model, in the result the model 

sometimes overfit and do a bad performance while 

identifying the validation data 

 

 

 

 

 

 

 

 

 

 

Figure 7. CNN Architecture comparison result 

 

The accuracy of the test data sets by convnet architecture 

is 58.82%. We did the same for the rest of the model with 

other architectures. Inception v3 has an 76.47 accuracy rate, 

followed by the Resnet and VGG16 model, which has a 

83.35% % accuracy rate 

 

4. Conclusion 

The convolutional neural network is a robust algorithm for 

image classification. The CNN architectures such as Convnet, 

VGG16, Inceptionv3, and Resnet have a good performance 

while doing the classification, but based on our test, vgg16 

and Resnet architectures have a significant-good result 

compared to other architectures. The datasets we are using 

are not enough for detailed classification, but we can still 

know how the machine learning works to detect oral cancer 

symptoms through this model. We hope that in the future this 

idea can be more developed and it can be used widely to 

prevent Oral Cancer and save others life. 
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