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Abstract 

Text classification is one of the popular tasks in Natural Language Processing (NLP) used to classify text or 

document applications such as sentiment analysis and email filtering. Nowadays, state-of-the-art (SOTA) Machine 

Learning (ML) and Deep Learning (DL) algorithms are the core engine used to perform these classification tasks 

with high accuracy, and they show satisfying results. This paper conducts a benchmarking performance’s analysis 

of multiple SOTA algorithms on the first known labeled Korean voice phishing dataset called KorCCVi. 

Experimental results reveal performed on a test set of 366 samples reveal which algorithm performs the best 

considering the training time and metrics such as accuracy and F1 score. 

 

1. Introduction 

Text classification is a fundamental task of Natural 

Language Processing (NLP) which itself is defined as a field 

of artificial intelligence (AI) that give to machines the ability 

to understand human languages as it is spoken and written. 

Using NLP, machines are therefore able to read, understand 

and derive human languages in the cognitive way. For a long 

time now, text classification is being widely involved into 

various real applications [1-2] such as spam detection by 

scanning and analyzing text in emails, and label the email as 

spam or non-spam. In sentiment analysis, it used to determine 

the sentiment, the emotion behind a text and label this text as 

positive, negative or neutral, and also determine the author’s 

intention. It is also used to build recommender systems based 

on topic, genre modeling. Intuitively, text classification falls 

into the category of supervised machine learning (ML) task 

since it assigns categories to text or documents based on the 

dataset’s labels the ML model was train on. Fig. 2 shows the 

workflow used to perform text classification task. 

In this research, considering the state-of-the-art (SOTA) 

ML and Deep Learning (DL) algorithms [3,4], several 

algorithms are selected and applied on the first known labeled 

Korean language voice phishing text dataset, Korean Call 

Content Vishing (KorCCVi) [5], for a benchmark analysis of 

the performance. The algorithms benchmarked include 

CatBoost, Gradient XGBoost, LGBM, Linear Support Vector 

Machine (Linear SVC) and Random Forest for the ML side, 

and Bidirectional Long Short-Term Memory units (BILSTM), 

Fig. 2. Workbench Methodology Fig. 2. Text Classification 

Workflow 
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Gated Recurrent Unit (GRU) and Recurrent Neural Networks 

(RNN) for the DL side. Through comparative analysis of the 

experimental results, we provide our benchmark performance 

analysis result for this Korean voice phishing text 

classification. 

 

2. Methodology 

The methodology used conduct the benchmark performance 

analysis of the algorithms is presented in Fig. 2. After 

collecting the KorCCVi dataset in the first step, we 

preprocessed it through different cleaning steps which is one 

of the most crucial step intext classification [6]. Once the 

dataset is preprocessed, features are extracted for the 

experimental part. The feature used include the words’ term 

frequency-inverse document frequency (TF-IDF) and their 

vector representations. Then the resulting features data is split 

into a training and test set as shown in Table 1.The selected 

ML and DL text classifiers or models are thereafter train using 

the train set, and the final trained models are used in the 

prediction step to predict the class of the test set’s data. 

 

In the benchmark performance analysis of the algorithms, 

we evaluated the model’s performance using 4 metrics which 

are accuracy, precision, recall, F1 score, and also the modeling 

training time of each algorithm. Based on the metrics results 

of each model, we select the efficient algorithm for our Korean 

voice phishing text classification. 

 

3. Experimental Results 

From the results in Table 2, we calculated the score of the 

different metrics selected based on the ML and DL models text 

classification performances on the test set. The performances 

between the XGBoost and LGBM models are really 

competitive in term of modeling time as shown in Fig. 5, 

whereas all the other metrics of LGBM model are far over 

CatBoost one. Comparison of precision and recall scores, are 

Table 1 Dataset sampling in train and test set 

Algorithm Type Training Set Test Set Total 

Machine Learning (ML) 852 366 1218 

Deep Learning (DL) 852 366 1218 

 

Table 2 Benchmarking Analysis of the ML and DL algorithms 

Model Acc. F1 Precision Recall 
Modeling 

time in sec 

XGBoost 0.95 0.95 0.98 0.92 0.46 

LGBM 0.99 0.99 0.99 0.99 1.28 

BiLSTM 0.96 0.96 0.97 0.96 1314.22 

CatBoost 0.98 0.97 0.99 0.96 7.54 

GRU 0.95 0.95 0.95 0.95 260.10 

LinearSVC 1.00 1.00 1.00 1.00 5.07 

Random 

Forest 
1.00 1.00 1.00 1.00 3.57 

RNN  0.87 0.87 0.88 0.87 7894.89 

 

Fig. 5. Modeling Training time comparison 

Fig. 5. Precision score comparison 

Fig. 5. Recall Score comparison 
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presented in Fig. 5 and Fig. 5, respectively. 

 

4. Conclusion 

 Through a benchmarking performance analysis, this 

research has the goal of find the best text classification 

algorithm on the Korean voice phishing text dataset KorCCVi. 

From the experimental result, it has been observed that the ML 

algorithm LGBM outperformed all the other algorithm with 

the fastest modeling time of 1.28 second, and highest accuracy 

score and F1 score of 99% both. 
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