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Abstract 

AI (Artificial Intelligence) is being utilized in various fields and services to give convenience to human life. 

Unfortunately, there are many security vulnerabilities in today’s ML (Machine Learning) systems, causing various 

privacy concerns as some AI models need individuals’ private data to train them. Such concerns lead to the interest 

in ML systems which can preserve the privacy of individuals’ data. This paper introduces the latest research on 

various attacks that infringe data privacy and the corresponding defense techniques. 

 

 

 

1. Introduction 

Recently, companies are trying to provide useful services 

by developing AI (Artificial Intelligence) with high 

performance. AI is receiving a lot of attention as it shows 

remarkable performance in various fields such as image 

classification, object detection, and natural language 

processing with big data and deep learning. The reason AI 

technology has made endless progress is because the amount 

of training data for AI models has increased. Personal 

information such as a user's face, address, and phone number 

may be contained in such vast and diverse learning data. 

When trained with such private data, the model learns even 

sensitive information in the training process and leaks private 

features about the data provider during the inference. 

Taking advantage of these characteristics, attackers are 

making attempts to uncover the data and sensitive 

information the AI model has learned; model inversion attack 

and membership inference attack has been proposed 

threatening the privacy of data providers. Based on white box 

and black box methods, the adversary reveals critical 

information about the training dataset. 

As attack techniques that can threaten data privacy have 

been recently proposed for ML models, the demand for 

defense techniques that preserve privacy is increasing. 

Accordingly, research on various privacy-enhancing ML 

technologies is being conducted. 

 

2. Threats to Data Privacy 

2.1 Model Inversion Attack 

Model inversion attacks aims to reconstruct the training 

data using the model parameters and the confidence 

information of the model. Such attacks were first 

demonstrated on models with simple architectures [1], linear 

regression and logistic regression, and has developed to 

invert deep neural networks [2].  

The model inversion attack proposed by Fredrikson et al. 

[1] recovers training data using a class value (name or index) 

for the corresponding target. Algorithm 1 (Fig. 1) shows the 

model inversion attack on the face recognition model(f). The 

attack is transformed into an optimization problem to 

minimize the cost function, c(x), through gradient descent. 

Optimization is performed for a given number of  iterations, 

and the optimization is completed when the cost is not 

improved in  iterations or when the cost is less than . The 

PROCESS function refers to denoising and generalizing 

techniques for image manipulation. 

 

2.2 Membership Inference Attack 

Membership inference attack aims to infer whether a 

given data record is part of the training dataset of a target ML 

model. This attack is a black box attack method as it is done 

by just observing the output of the model. The adversary 

utilizes the differences in model’s predictions on samples that 

were used and not included in the training set. 
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(Algorithm 1: Model Inversion Attack in [1]) 

 

Shokri et al. [3] was the first to introduce membership 

inference attack in the machine learning setting. The attacker 

trains binary classifiers that use data sample’s confidence 

score vector, the target model’s output, as an input and 

predicts if the sample was included in the training dataset. 

They propose and use shadow training method which is  

 

creating several shadow classifiers that resemble the target 

classifier’s behavior. This method requires the assumption 

that the attacker knows the learning algorithm and structure 

of the target classifier. Then as the attacker have knowledge 

about the shadow model’s datasets and its labels, the attacker 

can train the attack model using multiple shadow models’ 

confidence score vectors. It requires a white or black box 

access to the target during the training process, but only 

needs black box access when performing the membership 

inference attack. 

 

3. Privacy Preserving Machine Learning 

Recently, federated learning, in which multiple local 

clients cooperate to train a global ML model in a centralized 

server with decentralized data, is being actively used. In 

federated learning, users train their own models with their 

own training data and repeatedly collect and share their 

trained information, such as model’s weights and gradients. 

Federated learning has the advantage of being able to achieve 

the same performance improvement as training with a vast 

amount of data while sharing only the model’s gradients or 

weights with other users without exposing the user's 

individual training data. 

Unfortunately, as attacks that reveal training data or find 

sensitive information with only the trained model and its 

confidence information are introduced, it became difficult to 

completely protect the data privacy with only federated 

learning.  

When sending gradients and weights to the server in 

federated learning, encryption method has been introduced to 

preserve data privacy. Using Fully Homomorphic Encryption 

(FHE) to encrypt the sharing values, computation could be 

done without any decryption. Thus, a curious server cannot 

exploit the updated information. Moreover, encrypting the 

model itself could prevent model inversion attacks. Model 

inversion attacks utilize the model weights when 

reconstructing the training dataset [4], [5]. With encryption 

methods, such attacks become very difficult to demonstrate 

and thus, preserve the privacy of ML. 

Perturbation approach is another method for preserving 

the privacy of ML. J. Jia et al. [6] proposed MemGuard 

which prevent membership inference attacks via adversarial 

examples. They observed that the attack model, trained as a 

binary classifier to determine whether a data sample has been 

used in the training process, is vulnerable to adversarial 

examples. Thus, MemGuard aims to find a random noise to 

add to the prediction value of the ML model to deceive the 

adversary while not changing the prediction label. It finds the 

optimal noise to prevent an attacker from accurately 

performing membership inference attack.  

 

4. Conclusion 

As AI models become commercially available and 

individuals’ private data is used to train the models, the threat 

to privacy is increasing. In this paper, attacks that threaten 

data privacy by revealing the data used to train the AI model 

were introduced along with the defenses for each attack. The 

approach of making AI models as a service will increase 

significantly in the future, and in order to provide safe 

services, research on the various threats and defenses must be 

continued for privacy preserving machine learning. 
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