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Abstract 

Infants communicate their feelings and needs to the outside world through non-verbal methods such as crying and 

displaying diverse facial expressions. However, inexperienced parents tend to decode these non-verbal messages 

incorrectly and take inappropriate actions, which might affect the bonding they build with their babies and the 

cognitive development of the newborns. In this paper, we propose an aural-visual two-stream based infant cry 

recognition system to help parents comprehend the feelings and needs of crying babies. The proposed system first 

extracts the features from the pre-processed audio and video data by using the VGGish model and 3D-CNN model 

respectively, fuses the extracted features using a fully connected layer, and finally applies a SoftMax function to 

classify the fused features and recognize the corresponding type of cry. The experimental results show that the 

proposed system classification exceeds 0.92 in F1-score, which is 0.08 and 0.10 higher than the single-stream aural 

model and single-stream visual model.  

 

1. INTRODUCTION 

Due to the newborns’ inability to speak, they are unable to 

communicate with their parents through normal human speech. 

Instead, infants express their feelings and needs to the outside 

world through non-verbal communication methods such as 

crying, displaying facial expressions, and body movement. 

While infant experts, like pediatric nurses and maternity 

matrons, are trained to understand the non-verbal messages 

and the reasons behind an infant’s cry, for first-time parents 

who lack experience, interpreting the messages that their 

babies send them remains a challenging task [1]. The parents’ 

failure to make sense of their babies’ cries and take appropriate 

actions quickly can have negative effects on the cognitive and 

motor development of the newborns who are going through a 

period of rapid growth [2]. On the other hand, parents who 

recognize their infants’ cries correctly and fast have higher 

chances of strengthening the parental bond between them and 

their babies, which can also promote the babies’ social 

development. Therefore, building a system that can help 

parents understand the meaning behind the messages that their 

babies send them is necessary. In this study, we propose an 

infant cry recognition system that leverages the infants’ facial 

expression and crying sound information to help first-time and 

inexperienced parents recognize the reason why their babies 

are crying in order to better respond to their needs. The 

proposed system is non-invasive and harmless since it only 

relies on audio and video data.  

To distinguish different meanings behind infants’ cries 

automatically, most of the methods that previous work 

proposed mainly analyzed the acoustic properties of babies’ 

cries to recognize the different types of cries through their 

acoustic features. In these proposed methods, sound features, 

such as Mel-Frequency Cepstral Coefficient (MFCC) or 

spectrogram, were first extracted from the audio data to be 

used as an input. Then, some works used statistical methods, 

such as Bayesian or Gaussian Mixture Model (GMM), which 

had a big success in speech recognition, to classify the sound 

features [3-4]. With the prevalence of deep learning, other 

recent works mainly used deep learning methods, such as 

Convolutional Neural Network (CNN), as the classifier [5-7]. 

Although deep learning methods can significantly improve 

the recognition accuracy, models based only on audio data are 

very susceptible to environmental noise and the recognition 

accuracy is not always satisfactory. Thus, apart from using the 

crying sound data, some works utilized the infants’ facial 

expression information and baby movement information in 

some neonatal pain detection and assessment tasks. For 

example, Sun and Shang [8] first extracted the geometric 

features, Histogram of Oriented Gradients (HOG) and Local 

Binary Patterns (LBP), from the infant’s face, then used 

Support Vector Machine (SVM) to classify those three 

features to detect infants’ pain. To assess the intensity of the 

neonatal postoperative pain, Salekin et al. [9] used CNN to 

extract the spatial information from the infant’s face, then used 

the Long Short-Term Memory (LSTM) to extract the temporal 

information from the frame sequences of the infant pain video. 

Later, the same authors extended their work to build a 

multimodal approach by leveraging the body movement and 

crying sound, excluding the facial expression information, and 

their results show that the multimodal approach outperforms 

the unimodal method by far [10].  
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Unlike baby pain assessment, which is for assessing the 

intensity of pain newborns are feeling, the infant cry 

recognition task is for distinguishing the reasons why the 

babies are crying to help inexperienced parents better take care 

of their babies. However, most of the existing infant cry 

recognition systems only use crying sound information, which 

tends to lack robustness and achieve low accuracy. In this 

paper, we propose an aural-visual two-stream model based 

infant cry recognition system that can distinguish different 

types of infant cry automatically with high accuracy. The 

proposed system first separates the videos into audio and 

frame sequences and then extracts the log-mel spectrogram 

from the audio and crops the infants’ faces from the frame 

sequences. VGGish [11], which was specifically built for 

audio classification, and 3D-CNN [12], which is used for 

video classification, are then used to extract the audio and 

video features, respectively. Finally, a fully connected layer is 

used to fuse the extracted features and a SoftMax layer 

classifies the data into one of the four classes. 

 

2. PROPOSED METHOD 

The overall pipeline of our proposed system is shown in 

figure 1. The video is first split into audio and images streams. 

These two streams are pre-processed individually and then fed 

into each of the sub-modules to extract the two-stream features. 

The last layers of the two sub-modules are concatenated and 

fused using a fully connected layer before performing a joint 

classification of four different types of cry. 

 

2.1 Aural Stream Pre-processing  

For aural pre-processing, the audio signal is first extracted 

from the video and down sampled to 16kHz, and then pre-

emphasis and z-score normalization are applied to the 

resampled audio clip. Finally, the audio data is converted into 

96 × 64 log-mel spectrogram, where 96 is the time steps and 

64 is the mel-bins, using the public VGGish spectrogram 

feature extractor [11]. 

 

2.2 Visual Stream Pre-processing 

For visual pre-processing, we first apply the MTCNN [13] 

for every video frame which provides us with a detected face 

bounding box and five key points including two eyes center 

points, a nose point, and two mouth corners points. After that, 

face alignment is performed to rotate and crop the detected 

face and ensure that the line going through the two eye center 

points is horizontal. Finally, 8 key face images are selected 

from the aligned faces with the same interval and resized to 

64×64 to represent the video clip. 

2.3 Aural-Visual Two-Stream based model 

This model includes two submodules and one fusion layer. 

Each of the submodules can extract the aural features and 

visual features respectively. The fusion layer first concatenates 

the extracted features of both sub-modules before fusing the 

concatenated features with a fully connected layer. The fused 

features are then fed to a SoftMax activation function to 

classify them into one of the four types of baby cries. 

The aural model is used to analyze the log-mel spectrogram 

with a VGGish network [11] to extract the features from the 

log-mel spectrogram. VGGish is derived from the VGG model 

and is specifically built for audio classification tasks. The 

model is pre-trained on AudioSet database [14] and can embed 

the log-mel spectrogram into 128-dimentsional highly 

represented features. 

On the other hand, the visual model is used to extract 

features from the face sequences. At this level, we use a 3D-

CNN to extract the features. Unlike the 2D-CNN that can only 

extract spatial features, 3D-CNN can extract both temporal 

and spatial features simultaneously and has shown a 

promising ability on learning spatial-temporal features [15]. 

Similar to the aural model, the visual model extracts 128-

dimensional features from the face sequences. 

The features extracted from both sub-models are then 

concatenated and fed to a fully connected layer with 128 

dimensions to fuse the concatenated features. Finally, a 4-

dimensional fully connected layer with a SoftMax activation 

function are used to perform classification into four classes. 

 

3. EXPERIMENTAL RESULTS 

3.1 Data Collection and Datasets 

The infants’ cries data was collected and annotated by 

skilled and experienced nurses and baby caregivers using their 

smartphones at home and in a hospital in Hebei, China. The 

babies’ parents’ consent to collect and use data in our study 

was obtained beforehand. Seven infants, including four boys 

and three girls, were filmed in total. The age of every recorded 

infant was between 0 and 3 months. Examples of video frames 

for different infants are shown in figure 2. Four types of cry, 

namely hunger, boredom, tiredness and discomfort, were 

recorded. The hunger cry was collected before the infants 

feeding time. The boredom cry was collected when a baby was 

left alone for a long time or trying to get a hug. The tiredness 

cry was collected before a baby fell asleep, and the discomfort 

cry was collected when a baby was experiencing colic or 

getting an injection. We manually trimmed the collected data 

into 0.3~2.5 seconds video clips that only contain cry signals 

to be used in our experiments. Furthermore, we removed 

(Figure 1) Overall structure of the infant cry recognition system. 
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images with no baby face in them from the sequences of 

frames. The number of video clips for each type of cry 

recorded from each baby is shown in table 1. Examples of 

signal waveforms of different cries extracted from the short 

video clips are provided in figure 3.  

 

 

 

<Table 1> Data distribution for different infants 

Infant Hunger Boredom Tiredness Discomfort 

1 month boy 25 19 6 17 

1 month girl 29 29 41 11 

2 months boy 9 14 10 42 

2 months girl 3 12 0 8 

3 months boy 27 55 45 14 

3 months boy 13 5 11 18 

3 months girl 26 21 41 20 

Total Clips 132 155 154 130 

 

3.2 Feature Extraction Model 

We used the VGGish model to extract the audio features 

and 3D-CNN to extract the video features. The architecture of 

VGGish and 3D-CNN are both provided in figure 4. The 

VGGish model has four groups of convolution/maxpool layers 

and 3 fully connected layers. The shape of the log-mel 

spectrogram it receives as input is 96 × 64 and the filter size 

used in each convolution layer and pooling layer is 3 × 3 and 

2 × 2. On the other hand, the input of the 3D-CNN model is 

an 8 frames sequence with a size of 64 × 64 per frame. An 

architecture similar to the VGGish model was used and the 

only modification done was changing the filter size in each 

convolution layer to 3 × 3 × 3  and the filter size in each 

pooling layer to 2 × 2 × 2. The VGGish model and 3D-CNN 

model can embed audio and video features to 128-dimensional 

highly represented features. When training the two-stream 

model, these two 128-dimensional features are concatenated 

then fed to a 128-dimensional fully connected layer to fuse the 

features, which are then fed to a 4-dimension fully connected 

layer with SoftMax activation to predict the result. Meanwhile, 

for the single-stream model with only audio data or video data, 

a 4-dimensional fully connected layer with SoftMax activation 

is added directly after the 128-dimensional feature to predict 

the cry reason.  

 

3.3 Implementation Details 
We used Keras library [16] with TensorFlow2.0 as backend 

to implement our models, and all experiments were conducted 

on a computer running Windows 10, with an Intel i7-6700K 

CPU, 32GB of RAM, and a GTX 1080 graphic card. 

Both of the single models’ training and the two-stream 

model training share the same hyperparameters, with SGD as 

the optimizer using 0.001 for learning rate, 0.000001 for decay 

rate, 0.9 for momentum, ReLU as the activation function, and 

were trained for 100 epochs. 70% of the total data was used 

for training and 30% of the data for validation. 

 

3.4 Results & Analysis 

The experimental results of both single-stream models 

(visual and aural) are provided in table 2 and table 3, whereas 

the results of the aural-visual two-stream model are provided 

in table 4. Precision, Recall, and F1-score are used to measure 

the performance. As seen from the tables, the average F1-score 

of the aural stream model and visual stream model are 0.84 

and 0.82 respectively while the F1-score of the two-stream 

model is 0.92, which is 0.08 and 0.10 higher than the single 

aural and the single visual models. The results confirm that the 

two-stream model can highly improve the performance 

compared to the Single-stream model in baby cry recognition. 

Also, the results are good enough, which indicates that the 

proposed system can effectively help inexperienced parents 

distinguish their babies’ cries.   

<Table 2> Experimental results with aural stream model 

Class Precision Recall F1-Score 

Hunger 0.76 0.93 0.83 

Boredom 0.92 0.87 0.89 

(Figure 3) Waveforms of different types of cry. 

(Figure 2) Examples of video frames for different infants. 

(Figure 4) Feature extraction models. Left: VGGish,  

right: 3D-CNN. 
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Tiredness 0.93 0.91 0.92 

Discomfort 0.77 0.67 0.72 

Average 0.84 0.84 0.84 

 

<Table 3> Experimental results with visual stream model 

Class Precision Recall F1-Score 

Hunger 0.73 0.55 0.63 

Boredom 0.88 0.87 0.87 

Tiredness 0.78 0.93 0.85 

Discomfort 0.90 0.97 0.93 

Average 0.82 0.83 0.82 

 

<Table 4> Experimental results with aural-visual two-stream 

model 

Class Precision Recall F1-Score 

Hunger 0.79 0.93 0.85 

Boredom 0.94 0.90 0.92 

Tiredness 1.00 0.98 0.99 

Discomfort 0.97 0.86 0.91 

Average 0.92 0.92 0.92 

 

4. CONCLUSION 

To help first-time parents who have no experience in taking 

care of babies and feel powerless when dealing with babies’ 

cries, in this paper, we propose an aural-visual two-stream 

based system to identify babies’ cries. The results show that 

the two-stream model achieves a high accuracy and performs 

better than the single stream model for recognition of infants’ 

cries, making it more reliable in real life application. In the 

future, we plan to take advantage of the lightweight models so 

that our proposed two-stream infant cry recognition model can 

be implemented in mobile equipment and provide better and 

more practical services for inexperienced parents. 
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