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Abstract 
 

The high computational complexity of deep learning algorithms has led to the development of specialized hardware 

architectures. However, soft errors (bit flip) may occur in these hardware systems due to voltage variation and high 
energy particles. Many error correction methods have been proposed to counter this problem.  In this work, we 

analyze an error correction mechanism based on repetition codes and an activation function. We test this method by 

injecting errors into weight filters and define an ideal error rate range in which the proposed method complements the 

accuracy of the model in the presence of error. 
 

1. Introduction 
   Deep learning has revolutionized the field of computer 

vision, with advanced architectures and complex datasets 

surpassing the human-level performance. However, the 
computation complexity of these models is very high, which 

makes them inefficient for real-time scenarios. Therefore, to 

make them efficient, rigorous efforts have been made at both 

the hardware and software level. 

At the software level, different techniques and architectures 

have been proposed to tackle this problem. Depth-wise 

separable convolution was proposed by Howard et al. [1] 

which decomposes convolutions into spatial and channel 
convolution, which significantly decreases the computation 

complexity in a DNN architecture. Deep Compression was 

proposed by Han et al. [2] which contained Huffman coding, 

pruning, and quantization to reduce the computational 
complexity of the model. Although, different methods and 

techniques have been proposed, it is still considered as an 

active research problem. 

The main bottleneck is at the hardware level, where 
Complementary Metal Oxide Semiconductor (CMOS) is used 

as a standard industrial element. The stability shown by 

CMOS is high. However, it is not power-efficient and has 

inadequate speed [3]. Researchers have recently started 
working on specialized hardware accelerators containing 

thousands of parallel processing engines which can 

significantly increase deep learning algorithms computational 

efficiency [4]. However, these specialized hardware may 
malfunction due to soft errors that may arise in them. Errors 

are caused by high energy particles striking the electronic 

devices. 

These errors can be catastrophic for deep learning 
algorithms as they may significantly reduce the accuracy of 

the model. There have been efforts for error correction of 

soft errors that may occur in these specialized systems. In 

[5], an error correction layer (ECL) based on repetition 
algorithm and a new activation function Piecewise ReLU 

(PwReLU) was proposed which considerably increases the 

accuracy of the model in an erroneous environment. They 

induced the errors in output feature maps after the 

convolution and observed model performance in the 

presence of bit errors (soft errors). In this work, we used 
their approach and injected the errors in filter weights of the 

convolution and observed the accuracy drop and model 

performance in the presence of errors with and without ECL.   

 

 

Figure 1: Error injection on 8-bit filter weight data, we 

randomly flip 3 bits and show different possible output 

 
Figure 2: Piecewise ReLU as proposed in [5] with three 

learnable thresholds. These thresholds are optimized during 

training. 

 

2. Proposed Method 
    In this section, we will define the error simulation 

and error correction method to remove soft errors that 

occur in specialized hardware 

systems.
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Figure 3: An optimum range of error in which ECL and 

PwReLU give better accuracy as compared to ReLU 

 

2.1 Error Injection 

  In this work, we simulate the soft errors that may occur in 

advanced hardware systems in the form of bit flips. Our 

error model is in line with the previous literature [6][10]. 
Error is random and tends to have i.i.d condition [5]. The 

error can be modelled through Bernoulli distribution as 

 

 
 

(1) 
 

where p is the error rate, Figure 1 shows an example of an 

error occurring in a weight filter value. The weight filter 

value can be distorted at bit level due to process variation in 

advanced hardware systems. 

2.2 Error Correction Layer (ECL)  

    ECL is based on repetition codes. Convolution operation 

at every layer is performed three times, which in turn gives 
different results due to error. Repetition code algorithm is 

then applied on these outputs to get the correct result.  

 

Probability of error after applying the repetition codes can 
be calculated as: 

  

 

(2) 

where  represents the total error probability, x 

represents the total number of errored bits, n denotes the 
total number of bits and p represents the error rate. 

 

In line with previous work [5], the number of repeti

tions is set at three as a standard. For the 3-level 

repetition code, a single input is coded thrice. For e

xample, 1 will be coded as 111. If we receive a co

de as 110 and the error probability is less than 1/3,

 then there is a high probability that the correct co

de was 111 instead of 110. Three-level repetition c

odes fail if the error occurs in two out of three cod

ed inputs. 

    

 

 Without ECL With ECL 

 Error Rate 

 0.1% 0.05% 0.01% 0.1% 0.05% 0.01% 

ReLU 9.7 10.4 80.8 10.7 11.1 92.5 

PwReLU 11.6 11.6 87.7 11.8 40.71 92.4 

Table 1: Performance of ECL and PwReLU on VGG16 with 

different error rates. Accuracies are given in percentages. 

 

2.3 Piecewise ReLU (PwReLU) 

    PwReLU was proposed in [5], it is specially de

signed activation function to suppress errors in erro
r-prone neural networks. Bit errors, when occurred 

in higher ordered bits, can significantly impact the a

ccuracy of the model. PwReLU was proposed to red

uce the impact of high ordered bits. It contains lear
nable thresholds, after each threshold, the slope of 

activation function is decreased by predefined hyper

-parameter (as shown in Figure 2) leading to a mini

mized error effect due to bit-flips in high ordered b
its. PwReLU is given as: 

 

 

 

(3) 

 

where  are thresholds which are optimi

zed during training, n indicates the number of bends

, [ ] are predefined hyperparameters w

hich decrease the slope of activation function after 

each threshold as defined in [5] the value of a is [

] which r
emains fixed in all experiments.  

 

3. Experiments and Results 
    For all the experiments, we used VGG16[8] trai

ned on CIFAR10 [9] dataset. We used the same trai
ning details as defined in the original work [5]. The

 training was performed independent of errors, and 

errors were only injected during the inference proce

ss. Errors were injected into the filter weights simil
ar to [7].  
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Table 1 shows the comparison of ReLU and PwReL

U when an error was injected into the filter weights

. At an error rate of 0.1% and 0.5%, without ECL, b

oth ReLU and PwReLU show an accuracy of 10% a
pproximately. However, with ECL, PwReLU gains an

 accuracy improvement of 30% as compared to ReL

U, which is still at 10%. At a very low error rate o

f 0.01%, without ECL PwReLU shows an accuracy b
oost of 7.7% over ReLU, with ECL both the models

 can achieve baseline accuracy. 

 

3.1 Analysis 

    When the error is injected into filter weights, th

e error rate may significantly define the behavior of

 the model. At a very high error rate, the ECL and 

PwReLU will fail. With significantly low error rate P

wReLU may perform significantly better than ReLU 

without ECL. However, with ECL, both will reach th

eir baseline accuracy as can be seen from results i

n Table 1. The optimal range between high and low

 error rates where ECL and PwReLU complement th

e accuracy of the model in the presence of an erro

r is given in Figure 3. In Figure 3, we also compar

ed different variants of PwReLU with ReLU. 

 

4. Conclusion 
    In this paper, we have tested the impact of ECL 

and PwReLU in error correction for advanced 

hardware systems. We observed an optimal range in 
which ECL and PwReLU complement the accuracy of 

the model significantly as compared to ReLU in the 

presence of error. Generalizability of ECL and 

PwReLU makes it practical for deployment into 

various applications of DNN. 
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