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Abstract

  In this paper, we propose a method to generate adversarial examples for toxicity
detection neural networks. Our dataset is represented by a one-hot vector and we

constrain that only one character is allowed to be modified. The location to be

changed is founded by the maximum area of input gradient, which represents the

most affecting character the model to make decisions. Despite the fact that we

have strong constraint compared to the image-based adversarial attack, we have

achieved about 49% successful rate.

1. Introduction

Recently, deep learning and machine learning

are showing great performance in the areas

including vision, NLP(Natural Language

Processing), and speech processing [1].

However, there are many methods for

attacking models, such as slowing the progress

of learning or disturbing the results of model

inference [2]. One of the attacks is generating

adversarial examples that make the model

result in an incorrect output[3]. Though the

adversarial example contains malicious

behaviors causing the target model to

malfunction, it is not distinguishable in human

eyes the difference between adversarial

examples and normal ones as shown in Figure

1. Therefore, there have been studies how to

defend and robust the model from adversarial

examples.

In this paper, we introduce a method for

creating adversarial examples for deep learning

model that detecting toxic comments. We

Figure 1. Adversarial examples in image[3]

assume a white-box attack scenario that an

attacker can access the learning parameters of the

target model, and set a constraint only one

character can be modified based on the input

gradient information. This constraint is stronger

than the image domain that there is no constraint

on where to apply perturbed noise, so it is easy

to change the result by applying a small amount

of noise through the whole input space[3].

Through the allowed area is limited, we can

create adversarial examples roughly 49% of toxic

comments in test dataset are classified as normal

comments.
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2. Method

We generate adversarial examples by modifying one

character. It uses the gradient of one-hot input

space from loss and modify one character to evade

classifier[4].

2.1 Notations

 denotes the loss of the model from input 

and true label  . Let  refer to the alphabet and

special character set which is predefined, and  be

the size of the set. Input  is comment of length 

characters and composed by  ∈V 
, meaning 

-th character in  of -th character in comment. The

-th data can be represented by

  ⋯ ⋯⋯  

where max-length of comment is  , and the one-hot

vector size of character is .

As to represent the change one vector in the input

space, flip vector     is defined, which -th character

of the -th input sequence is replaced by -th

character:

    …… …
 …

where –1 and 1 represent -th and -th character in

the  respectively.

2.2 Single character attack

In this paper, we assume the white-box adversarial

attack, which attackers can access parameters of

the target model. In this scenario, the gradient of

the input dimension can be calculated from .

When character is modified, the change of the loss

function can be obtained by calculating the

derivative of     :

∇   
  ∇   

We search -th character to change the loss most.

argmax∇     argmax






However, it is hard to get the global optimal k of

the above equation by trying all possible cases. We

only need to find k for fooling the target model. To

reduce the time for generating adversarial examples,

we use the input gradient to find the area to

modify. The gradient of input space is interpretable

that where the model focus on the part of the input

data to make a decision[5]. For example, if

∇ 
   for the variable  , then it means that

 does not affect the result of inference. We modify

the character which most influence the model. The

method proposed in this paper can be applied to the

model trained by one-hot represented dataset. Also, it

is easy to control the perturbed area based on the input

gradient.

input

-  : i-th toxic comment data

- M : target model

-  : target class label(‘0’; ‘clean’ class)

for i=1, ..., M in (toxic comment dataset):

g <- get_gradient(, M,  )

m ax <- argmax(g, len() )

for vocab in vocab_dictionary:

adv_data <- modify(, m ax , vocab)
if  = M(adv_data):

return adv_data

Figure 2. The algorithm for generating

adversarial examples

3. Experiments

3.1 Dataset

Toxic comment classification challenge dataset1) is

used to train the model. The dataset contains 6

class labels: toxic, severe toxic, obscene, threat, 
insult, and identity_hate. While in this paper, we 
transform this dataset to binary classification problem. 
If the comment is categorized in one of 6 classes, it 
is classified as ‘toxic’ class and the remaining data are 
classified as ‘clean’ class. After transform it, the 
dataset is comprised of 2 classes, ‘toxic’ class has 
16K and ‘clean’ class has 140K instances. 
 In the dataset, there are various characters including 
Chinese, Welsh and so on. We experiment on 68 
characters containing alphabet and specific special 
characters. 
 For preprocessing the comment data, lower the 
alphabet and remove character except represented 
regular expression:

[a-z0-9,;.!?:\'\"/\\|_@#$%^&*~`+-=<>()\[\]{}\s]

We split the dataset to a train set, a validation set

1)https://www.kaggle.com/c/jigsaw-toxic-comm 

ent-classification-challenge
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, and a test set each are about 89K, 22K and 47K.

3.2 Target model

We use character-level CNN [6] to generate

adversarial examples. The input of character-level

CNN is a one-hot vector and performs convolution

operation. The last is fully connected layer and

classify binary problem.

Figure 3. Character-level CNN[6]

The accuracy of train, valid, test dataset is about

0.97, 0.95, 0.95 respectively.

N = 47,872
Predict

clean class

Predict

toxic class

Actual clean

class
42,559 445 43,004

Actual toxic

class
2,055 2,813 4,868

44,614 3,258

Table 1. Confusion matrix of test dataset

3.3 Adversarial attack

The adversarial examples are crafted for

misclassifying from “toxic” to “clean” label. We get

2,813 instances which are true positive of test

dataset. Despite limiting the one character to be

perturbed, it is shown that the success rate is

about 49%. Furthermore, we restrict the set

excluding special character, only alphabet, the

success rate is revealed about 36%.

this page sounds like it was written by an 
idnot(idiot)!

yes, it is a crime. it means you are a 
0acist(racist).

wow, you really take this stuff seriously?  
loserq(loser!)  70.49.241.41

Figure 4. Adversarial examples

4. Conclusion and Future Work

Machine learning models are vulnerable to

adversarial examples, specifically in white-box

attack. We create adversarial examples by gradient

information of input space. Modifying only one

character is enough to evade an already trained

target model. Extending this study, the adversarial

examples for a deep neural network using the

embedding layer would be a more powerful attack

causing malfunctions by replacing words with

similar meanings. To prevent adversarial examples,

we need to detect and defend them in advance.
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