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Collaborative filtering has been used frequently as a recommendation system. To reduce 
the errors on predicting the ratings that may be given by the user, we propose a new 
aggregation method to do so. We used a real-world dataset MovieLens to compare our 
proposed method from previously existing methods, and accordingly to the results, ours was 
more accurate.  

 

1. Introduction 
 

The definition of recommendation systems, in general, 
is one that provides a user with an item that he or she 

past evaluation, purchase, browsing history, or all [1][7]. 
Figure 1 is a small example of an offline 
recommendation. 

 

 
Figure 1: offline recommendation 

  
This technology is implemented in many different 
websites such as the following: Amazon (illustrated in 

 daily searching and 
purchasing history is analyzed and will contribute in 
recommending more products in the future; and Netflix 
(illustrated in Figure 3), in this case, 
on different movies are analyzed to recommend new 
ones.  
 
There are 3 different classifications of recommendation 
systems: content-based, collaborative filtering, and 
trust-based [1][4][5]. A content-based approach is a 
way of recommending items that have the same 

user watches a significant number of horror movies, 

there will be more recommendations of horror movies 
based on his or her history of watching horror movies. 
A trust-based approach is one that is based on the 
relationship between the user and his or her trustable 
users with either a direct or indirect trust relationship 
with the target user. More specifically, if there is a 

in means of similarities in preference, the items the 
group was fond of will also be recommended to the 
target user. The approach we will focus on is 
collaborative filtering (CF) [8], in which the user is 
recommended with the items that are rated high by his 
or her neighbors who are other users with similar 
preferences to that of the user. 
 

  
Figure 2: Recommendation in Amazon.com [2][8] 
 

 
Figure 3: Recommendation in Netflix.com [3] 
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The CF technique has been one of the most utilized 
approaches in recommendation systems through the 
process of rating predictions and top-N 
recommendations. The goal of rating predictions is to 
predict accurately the original ratings on items of a user 
before recommendation. The goal of top-N 
recommendations, on the other hand, is to predict 
relative preferences (i.e., not actual ratings) on items of 
a user for selecting the top-N most preferred items. In 
this paper, we will be focusing on rating predictions 
instead of top-N recommendations.  
 
A CF technique has three main steps of its progress: 
finding a group of people with similar tastes (step 1), 
estimating the ratings using an aggregation method 
(step 2), and recommending items deemed high (step 
3). In this paper, we have two contributions: we 
propose a new method for the aggregation step (step 
2) to reduce the errors in rating predictions; also, we 
will perform an evaluation to compare existing and 
proposed methods for rating predictions.  
 
The paper is organized as follows: Section 2 introduces 
collaborative filtering and proposes our aggregation. 
Section 3 presents the results of accuracy evaluation. 
Section 4 concludes our work. 
 
2. Collaborative Filtering 
 
In this section, we explain collaborative filtering and 
present our idea to enhance the recommendation 
accuracy.  
 
As mentioned before, collaborative filtering is a method 
that exploits neighbors (a group of users whose 
preferences are similar to that of target user c) of target 
user c. It is performed in three steps:  
 

1. Find neighbors. 
2. Estimate rc,s, the rating of item s for target user 

c, based on the ratings g
neighbors . 

3. Recommend the items whose ratings are 
estimated high to the target user.  
 

In (step 1), it is necessary to calculate the similarity 
value of the two users, target and a possible 
neighbor. For this, we need a similarity measure. We 
have two options: Pearson Correlation Coefficient 
(PCC) and Cosine similarity. PCC and Cosine similarity 
are defined as the following [1][6]: 
 

 

Sx,y is the set of all items rated by both the target user 
and his or her neighbor. rx,s and ry,s are the ratings 
given by each user to the specific item, while  
represents the average rating given by the user on 
different items.  
 
In PCC, the coefficient represents the proximity of the 
coordinates from the linear y = x graph, when the y-axis 

-axis 

In Cosine similarity, if x items are rated by both a target 
user and a candidate neighbor, x number of axes are 
made. From this, there will be two points representing 

, when two 
vectors are made by linking each vector from the origin, 
the cosine of the angle becomes the similarity.  
 
In (step 2), using different forms is also possible in 
finding relations with the ratings given by the neighbors. 
Three popular methods of aggregation used in the past 
are the following [1]: 
 

 
M1 represents a regular, ordinary, and fundamental 
process of simply averaging out the ratings on the item 
of the neighbors. However, some ratings can have a 
greater significance than other ratings. In order to 
emphasize the significance, a new way of weighted 
averaging is implemented with M2. On the other hand, 
in this case, there is no consideration on a significance 
of how much more or less the neighbor has given the 
ratings on average compared to others. In other words, 
different users rate accordingly to their distinct way of 
rating items. In order to include this factor, M3 was 
implemented, which includes the deviation from the 
average rating of the neighbor. It is used to overcome 
the difference in the average ratings given by individual 
neighbors.  
 
In this work, we propose a new method, M4, for the 
aggregation step. It is formulated in the following: 
 

 
 
This equation includes the standard deviation of the 
target user and the neighbors. It considers how much 
the rating of the neighbor on an item deviate from his or 
her usual pattern of ratings in the unit of his or her 
standard deviation. We create M4 to overcome the 
differences in variance of users. Someone may have a 
wide distribution of ratings, while someone else may 
have narrow distribution of ratings.   
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3. Evaluation 

 
In this section, we show the results of our conducted 
experiment by comparing different outcomes. In this 
experiment, we used a real-world dataset, MovieLens, 
tested in the means of evaluating recommendation 
systems. To conduct our experiments, we used 80% of 
the total ratings as a training set and the other 20% as 
a testing set. In order to evaluate the effectiveness, we 
utilized the mean average error (MAE) and the root 
mean squared error (RMSE) [1][7] as the accuracy 
metrics, which are defined as below: 
 

 
 

 
 
The variables u stands for the user, while i stands for 
the item. E is the ratings in the dataset MovieLens, and 
R^u,i is for the predicted ratings on user u on item i.  
 
We have three factors (aggregation methods, number 
of neighbors, similarity measures) to be tested. Table 1 
shows the values and a pivot (in boldface) for each 
factor.   

 

Factors Options 

Aggregation M1, M2, M3, M4 

Similarity PCC, Cosine 

k- value 5, 10, 30, 50 

 
Table 1. Factors and their values 

 
For aggregation methods, we have M1, M2, M3, and 
M4. For the number of neighbors, we used the variable 
k by 5, 10, 30, and 50. For similarity measures, we 
used PCC and Cosine similarity. The results obtained 
from the experiments are recorded and analyzed via 
the graphs shown below. For our experiments, we 
borrowed the code in [9] made available to the public. 
 
Figures 4 and 5 compare aggregation methods in rating 
prediction in terms of RMSE and MAE. We fixed the 
value of k as 30 and the similarity as PCC. Our 
proposed aggregation method, M4, yielded the least 
amount of errors, thus being the most accurate of all 
aggregation methods. The order in terms of decreasing 
accuracy is as follows: M4, M3, M1, and M2. The 
accuracy of M2 being lower than that of M1 was quite 
interesting, given that we expected the opposite result. 

Figure 6 is a representation of the difference in errors 
between PCC and Cosine. It shows that PCC shows 
that it is slightly more accurate compared to the Cosine 
similarity.  
 

  
Figure 4. The error with different methods in  

PCC/k=30 
 

  
Figure 5. The error with different methods in 

Cosine/k=30 
 

  
Figure 6. The error with different two similarities 

 

  
Figure 7. The error with different k values 
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Figure 7 shows the error values of different k values. It 
concludes that k = 50 is the most accurate of all the 
values of k. However, if the value of k increases 
beyond 50, the accuracy will decrease. M4 overall was 
the method with the best accuracy in terms of both 
RMSE and MAE.  

 
4. Conclusions  
 
Collaborative filtering is a version of recommendation 
system that is utilized in various businesses such as 
Netflix and Amazon. It uses three steps in doing so: 
finding neighbors, aggregation, and recommendation. 
In this paper, we propose a new aggregation method, 
M4, and verify its effectiveness in reducing the errors in 
terms of RMSE and MAE on a real-life dataset 
MovieLens. We concluded that M4 had the least 
amount of errors, thus being the best out of the 4 
aggregation methods of collaborative filtering in 
effectiveness. 
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