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ABSTRACT
Because of the difference in network structure and loss function, Verification and identification models have their 
respective advantages and limitations for person reidentification (re-ID). In this work, we propose a multi-task 
network simultaneously computes the identification loss and verification loss for person reidentification. Given a 
pair of images as network input, the multi-task network simultaneously outputs the identities of the two images
and whether the images belong to the same identity. In experiments, we analyze the major factors affect the 
accuracy of person reidentification. To address the occlusion problem and improve the generalization ability of re-
ID models, we use the Random Erasing Augmentation (REA) method to preprocess the images. The method can 
be easily applied to different pre-trained networks, such as ResNet and VGG. The experimental results on the 
Market1501 datasets show significant and consistent improvements over the state-of-the-art methods.
Keywords: Person reidentification, Verification loss, Identification loss

1. Introduction

Person reidentification (re-ID) is usually viewed as an 
image retrieval problem, which aims to match pedestrians 
from multiple cameras [1-3]. Given a person-of-interest 
(query), person re-ID determines whether the person has 
been observed by another camera [4].

Recently, the convolutional neural network (CNN) has 
shown potential for learning state-of-the-art feature 
embeddings or deep metrics [4-7]. Verification models and 
identification models are two major types of CNN models
structures in person re-ID. The two models are different in 
the input, feature extraction, and loss function for training. In 
this work, our motivation is to combine the strengths of the 
verification models and identification models and learn a 
more discriminative pedestrian embedding. Table 1 shows 
that our proposed multi-task models combine the strength of 
the two models.

Table 1. Comparison of the Advantages and limitations of Verificati
on and Identification models.

Models
Strong 
Label

Similarity 
Estimation

Re-ID 
Performance

Verification Models X O Fair
Identification Models O X Good

Our Model
(Verification + Identification Models) O O Good

Verification models take a pair of images 1 2( , )x x as 

input and predict 1 2( , )f x x s , s is a binary label, used to 

show whether these two inputs belong to the same person. If 
two inputs belong to the same person, 1s , otherwise 

0s . Many previous works treat person re-ID as a binary 
class classification task [1, 8, 9] or a similarity regression 
task [10]. However, the major problem in the verification 
models is that the models use only weak re-ID labels and the 
annotated information is not considered. 

Fig. 1. Verification models

Identification models take a single image (or a batch of 
images) as input x and predict ( )f x t , t is the 
predefined identity label. The cross-entropy loss is usually 
used following the final layer and the identification models 
directly learn the nonlinear functions from the input image[2].
However, the major drawback of the identification model is 
that the testing procedure is different from the training 
objective.[6] Therefore, the model does not consider the 
similarity measurement between image pairs, which is
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problematic during the pedestrian retrieval process.

Fig. 2. Identification models

The proposed model is a Multi-Task Network that predicts 
person Identity labels and similarity scores at the same time. 
The network takes full advantage of the annotated data of the 
datasets and image identities [11].

2. Proposed Method

2.1 Multi-task CNN

Our network is a multi-task convolutional network that 
combines identification loss and verification loss. Figure 3
briefly illustrates the architecture of our proposed network.
Given two images of resized to 227 227 as inputs, the 
multi-task network simultaneously predicts the identity label 
of the input images and the similarity scores.

Fig. 3. Multi-Task Network models

The network consists of two ImageNet pre-trained 
ResNet[12] models, one square layer, three convolutional 
layers, and three losses. 

2.2 Identification Loss

The network has two ResNet [12] models, they share 
weights and simultaneously predict two identity labels of the 
input images. Because of the number of the training identities 
in Market1501 datasets is 751, so the convolutional layer has 
751 kernels of size 1 1 4096 connected to the output f of 
ResNet [12] and uses softmax unit to normalize the network 
output. The size of the output is 1 1 751. We choose the 
cross-entropy loss for identity prediction, which is

ˆ max( )Ip soft f             (1)

1

ˆ( , , ) log( )
K

I i i
i

Identify f t p p (2)

Here, is a convolutional operator, f is a 

1 1 4096 tensor, t is the target class, and I denotes 

the parameters of the convolutional layer. The p̂ is the 

predicted probability and ip is the target probability, where 

0ip for all i except 1tp .

2.3 Verification Loss

As shown in Figure 3, we use a square layer to compare 
the features. The square layer takes 1 2,f f as input and sf
is the output of the square layer. The square layer is denoted 
as 2

1 2( )sf f f , We treat pedestrian verification as a 
binary classification problem and use cross-entropy loss for 
predicted probability [11], which is

ˆ max( )s sq soft f              (3)
2

1 2
1

ˆ( , , , ) log( )s i i
i

Verify f f s q q      (4)

where the size of 1f and 2f is 1 1 4096 , s is the 

target class (same/different), s are parameters of the 

convolutional layer, and q is the predicted probability. If

the inputs image depicts the same person, 1 1q , 2 0q ;

otherwise, 1 0q , 2 1q .

3. Experiments

3.1 Dataset

Market1501: The Market-1501 dataset contains 32,668
annotated bounding boxes of 1,501 identities observed under 
6 camera viewpoints [10]. The training set contains 12,936 
cropped images of 751 identities, and the testing set contains 
19,732 cropped images of 750 identities and distractors [10, 
11]. The dataset is directly detected by the deformable part 
model (DPM) instead of using hand-drawn bounding boxes, 
which is very closer to the realistic setting. For each query, 
our goal is to retrieve the ground-truth images from the 
19,732 candidate images.

3.2 Implementation details

Input preparation. In person Re-ID, persons in the 
images are sometimes occluded by other objects. To improve 
the generalization ability and address the occlusion problem 
of our models, we use the Random Erasing Augmentation 
(REA) method to preprocessing the images before inputting
the network [11]. The images of input were been randomly 
cropped to 256 128 then input the network for training.

Training. The number of training epochs is 60 for our 
network, the initial learning rate is 0.05 and then decay 
learning rate by a factor of 0.1 every 5 epochs from 40 
epochs. For optimizer, we use stochastic gradient descent 
(SGD) to update the parameters of our network [13]. We also 
used the same parameters to compare the results that did not 
use the REA to be preprocessing the images.

Testing. Given an image with 256 128 pixels, we feed 
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forward the image to one ResNet [12] model in our multi-
task network and get a pedestrian descriptor f of which 
size is 4096 1 . Once the descriptors for the gallery are
sets and then they have stored offline. Given a query image, 
the network will extract its descriptor online. We sort the 
cosine distance between the query image and all gallery 
features to obtain the final ranking result. 

3.3 Performance evaluation

As shown in Table4, we evaluate our method in the single-
shot setting, the proposed multi-Task network yields 92.66%
rank-1 and 77.71% mAP [14] and outperforms the state-of-
the-art performance.

Table 2. Comparison with the State-of-the-Art Results

Method Rank-1 Rank-5 Rank-10 mAP

CaffeNet
Baseine 35.8 65.3 77.96 42.6

VGG16
Baseline 49.1 78.4 87.2 55.7

ResNet-50
Baseline 71.5 91.5 95.9 75.8

Ours 
(ResNet-50) 92.66 97.50 98.27 77.71

Instance Retrieval: we apply the multi-task network to 
the generic pedestrian retrieval task. The results are shown in 
Figure 4. The image in the leftmost is the query images. The 
retrieved images are sorted according to the similarity score 
from left to right. The label of the correctly matched image is 
recorded in green, and the label of the false matching image 
is in red with a frame.

Fig. 4. Samples of pedestrian retrieval on the Market-1501 dataset

4. Conclusion

In this paper, we propose a Multi-Task Network that 
simultaneously considers verification and loss identification 
loss. It outperforms the state-of-the-art on the popular person 
re-ID benchmarks and shows the potential for applying it to a 
generic instance retrieval task. In the future, we will try to
improve our network with better loss functions and data 
augmentation methods, and to extend the multi-task network 
to other applications.
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