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#### Abstract

Sampling-based algorithms are one of the most commonly approaches which give good results in robot path planning with many degree of freedom. So that many proposed methods as well as their improvement based on these approaches have been proposed. The purpose of this paper is to survey some current algorithms using for path planning, the original proposed methods as well as their improvement. Some advantages and disadvantages of these algorithms will be also mentioned, how the improved version of the proposed methods overcome the original proposed methods' drawback.
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## 1. Introduction

Nowadays, path planning is one of the most important feature integrated in robots such as underwater robots, selfdriving cars [1], unmanned aerial vehicles (UAV) [2,3], micro air vehicles [4, 5], vacuum cleaning robot [6]. In robotics, path planning is a fundamental research area [7-9] where robots automatically move from the initial point to the target point by themselves without colliding with any obstacles during the process. In path planning problems, there are many methods have been proposed to solve it. These methods somehow have some similar mechanisms, based on that we group some of them into sampling-based algorithms category due to the fact that in these methods the planning occurs by sampling the configuration space.

The paper is organized as follow. Section 2 discusses some algorithms which are classified in sampling-based algorithms. We will conclude our discussion and outline some directions for future research in the section 3.

## 2. Sampling-B ased Algorithms

Sampling-based methods sample the configuration space as a set of nodes, or cells or other forms, then capture the connectivity of this environment or search to find feasible path or optimal path from the initial point to the target point. To do this, these kind of methods need to know the information of the configuration space beforehand. These randomized methods can provide fast solutions for difficult problems but they do not guarantee that they can find a solution in all cases. There are many algorithms can be classified as sampling-based methods, such as RapidlyExploring Random Tree (RRT) and its improved versions, Probabilistic Roadmaps (PRM) and its improved versions, Voronoi [10, 11] and Artificial Potential Field algorithms
[12]. These methods are also put in sampling-based algorithms because they need to know the whole information of the configuration space, including obstacles and free area, beforehand. However, in scope of this paper we only show two commonly methods and their improvement in the sampling-based algorithms as demonstrated in the Figure 1.


Figure 1: Elements of sampling-based algorithms
In the sampling-based algorithms, the algorithms can be divided into two parts [13]: Active methods and Passive methods. To give some details of the elements of samplingbased methods, the paper analyses one by one method in each part.

### 2.1. A ctive methods

Active methods consist of algorithms which can achieve the best feasible path from initial point to the goal by processing procedure itself.
2.1.1. Rapidly-Exploring Random Tree (RRT) [14, 19]: Given an area with obstacles, a starting point and a goal,
step-size which defines the distance we can go in one single step, number of randomized nodes. The purpose is to find a feasible path from the starting point to the goal. In particular, the algorithm works as follow:

- The search starts from $q_{\text {start }}$
- A random node qrandom will be generated, as shown in figure 2(a). If the random node is in the collisionfree area, do the next step. If the random node is in collision with the obstacle, discard the qrandom, start a new iteration.
- A nearest node $q_{\text {near }}$ with the random node qrandom will be determined, as shown in Figure 2(b)
- From $q_{\text {near, }}$ a connection will go in the direction of the qrandom in a step-size distance.
- If the new node $q_{\text {new }}$ and the path from the $q_{\text {near }}$ to the $q_{\text {new }}$ is in a collision with the obstacle, discard them, as shown in Figure 2(c). Start a new iteration. If they are in collision-free area, then add them to the tree, as shown in Figure 2(d) and remove the random node qrandom, as shown in Figure 2(e).
- The search will finish when $\mathrm{q}_{\text {new }}=\mathrm{q}_{\text {goal }}$.


Figure 2. The procedure of RRT algorithm.
The RRT uniformly samples nodes based on M onte Carlo, this makes the bias explored region which will increase with the time even though the advantage of RRT is to find a path from an initial node to the goal. When the environments are cluttered, the RRT algorithm will consume much more time to make the search.
2.1.2. Dynamic Domain RRT: [15] The DDRRT introduces a $n$-dimensional sphere of certain radius $r$ at the center to represent the reachable region. At each iteration if the distance of new random node to the nearest node is within radius $r$, the random node will be chosen; otherwise it will be discarded. Then try to connect the nearest node and the random node; if the extension is succeed, then set $r=\infty$; otherwise set $r=R$, where $R$ is the boundary radius of dynamic domain. The DDRRT can solve the Voronoi bias problem of original RRT; it can ensure fast exploration. But the path is generated by this al gorithm will not be optimal.
2.1.3. RRT-Star (RRT*): [16] RRT* finds the nearest state
and the neighbor states of a new random node, then adds the nearest node to the tree and the minimal cost connection. After that, the RRT* tries to discard the larger cost connections from the new random node to neighbor nodes. A fter the pruning and reconnecting, the tree is updated, it becomes more dense and compact. In the end, we can obtain the tree with overall minimal cost. However, there are some drawbacks of this algorithm, it cannot work to generate multipath and the time consumption increases

### 2.2. Passive methods

Passive methods include algorithms which can pick up the best feasible path to the goal by combining with another search algorithms because they can only generate the set of paths connecting from initial point to the goal.
2.2.1. Probabilistic Roadmaps (PRM ) [17, 18] Given an area with a starting point, a goal, a maximum distance $d_{\max }$ which define the maximum distance we can go in one single step, number of randomized nodes. The aim of the method is to combine with another algorithm to find the best feasible path between starting point and the goal.

- In the learning phase, build the roadmap
- A random node qrandom $^{\text {is sampled. If }} \mathrm{q}_{\text {random }}$ is in obstacle, then discard it. Otherwise, add it to the roadmap, as displayed in Figure 3(a).
- Find all the neighbor nodes with the random node qrandom within a specific range $d_{\text {max }}$
- Then connect them together if the path is in collision-free area. Otherwise, do not connect them, as shown in the Figure 3(b).
- So on and so forth, the process is going on until all a certain number of nodes has been sampled, as shown in Figure 3(c).
- In the query phase, connect the starting node and the goal to the roadmap. A graph search algorithm, like Dijkstra algorithm is used to find the shortest path of these two nodes, as shown in the Figure 3(d).


Figure 3. The procedure of PRM algorithm.
The PRM algorithm can be applied to systems with lots of degrees of freedom. However it may take a long time to generate a sufficient number of samples. Also, it is possible
to have a situation where the algorithm would fail to find a path. If there are not enough number of sample nodes, then the graph is disconnected, when the starting point and the goal are in different graph, then the algorithm will not find the path to connect them.

## 3. Conclusion

There are many algorithms have been proposed to improve the path planning efficiency and the quality of the planning. In this paper, we analyze some basic and the most common algorithms in sampling-based algorithms which have established some success to solve path planning problem in robotic. The sampling-based algorithms can be classified in to active methods and passive methods, in which active methods can find the optimal path by itself, whereas the passive methods need to combine other searching methods to find the best feasible path from the starting point to the goal. These methods have some advantages and disadvantages themselves. Nowadays, there are more and more proposed methods which improve the strategies of the path planning not only in robotics but also in other fields [20]. In the future work, we will study and update more algorithms for our work to see how these methods can be applied in real life scenarios.
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