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● 요   약 ●  

This paper proposes an improved deep learning method based on small data sets for animal image classification. 

Firstly, we use a CNN to build a training model for small data sets, and use data augmentation to expand the data 

samples of the training set. Secondly, using the pre-trained network on large-scale datasets, such as VGG16，the 

bottleneck features in the small dataset are extracted and to be stored in two NumPy files as new training datasets and 

test datasets. Finally, training a fully connected network with the new datasets. In this paper, we use Kaggle famous 

Dogs vs Cats dataset as the experimental dataset, which is a two-category classification dataset.
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I. Introduction

In recent years, convolutional neural networks (CNNs) 

technology based on deep learning method [1] has made 

remarkable achievements in the field of computer vision, mainly 

applied to face recognition, image classification, natural language 

processing and so on [2-5]. However, CNNs require sufficient 

data samples for training to improve prediction accuracy.

II. Related Work

In order to achieve better generalization capabilities, the deep 

learning model relies in particular on the availability of a large 

amount of training data. Therefore, since deep learning has 

become popular in computer vision, a large number of 

well-marked image datasets have been introduced. However, 

for small datasets, the sample data used to train the network 

is limited, and the prediction results are not accurate and 

over-fitting due to too small data volume. Therefore, data 

augmentation, regularization, and the Dropout methods are often 

used to suppress over-fitting of prediction results.1. CART model

Ⅲ. Proposed Method
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Fig. 1. Convolutional block structure of a CNN 

(CNN consists of five parts, feature extraction and 

classification are performed during model training)

The VGG16 model is a CNN model with five convolutional 

blocks and a fully connected layer, as shown in Fig. 2. 
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Fig. 2. VGG16 CNN structure diagram

Data augmentation is a method that can effectively suppress 

overfitting. The method can generate new samples with original 

image data features by performing operations such as rotation, 

scaling, shifting, mirroring, etc. within a certain range of values 

of the original image. Thereby achieving the purpose of increasing 

the number of data samples in the training set.

IV. Experiments

Fig. 3. Improved CNN experiment results: 

(a) accuracy statistics for training and prediction, 

(b) loss rate statistics for training and testing.

V. Conclusions

This paper presented an improved deep learning method based 

on small datasets for animal image classification. A two-category 

experiment was performed in the Kaggle Dogs vs Cats dataset. 

The Kaggle Dogs vs Cats dataset consists of 25,000 training 

sets for pictures of dogs and cats with labels, and a 12500 

test set for pictures of dogs and cats without labels.
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