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ABSTRACT 
 

In the ongoing standardization of Versatile Video Coding (VVC), DCT-2, DST-7 and DCT-8 are 

designated as the vital primary transform kernels. Due to the effectiveness of DST-4 and DCT-4 in smaller 

resolution sequences, DST-4 and DCT-4 transform kernel can also be used as the replacement of the 

DST-7 and DCT-8 transform kernel respectively. While storing all of those transform kernels, ROM 

memory storage is considered as the major issue. So, to deal with this scenario, a unified DST-3 based 

transform kernel derivation method is proposed in this paper. The transform kernels used in this paper is 

DCT-2, DST-4 and DCT-4 transform kernels. The proposed ROM memory required to store the matrix 

elements is 1368 bytes each of 8-bit precision. 

 

1. INTRODUCTION 

 
In the ongoing standardization of Versatile Video Coding 

(VVC) [1], DCT-2, DST-7 and DCT-8 are designated as 

the major transform kernels which are also known as MTS 

[2]. DCT-2 fits the residual signal amplitude close to each 

other whereas, DST-7 and DCT-8 fit the statistics better if 

the residual signal amplitude increases as a function of the 

distance from the boundary samples used for prediction [4]. 

Along with the mentioned transform kernels, DCT-4 and 

DST-4 can also be used as the transform kernels as they 

exhibit better coding efficiency for smaller resolution 

sequences [6]. In general, DST-4 can be used as the 

replacement of the DST-7 transform kernel and DCT-4 can 

be used as the replacement of the DCT-8 transform kernel 

[6].  

Storing all those transform kernels are regarded as the 

major problem. So, to deal with this situation, various ROM 

memory reduction transform kernels were proposed during 

the VVC standardization. Compound Orthonormal Transform 

[7] and Unified Matrix [8] are amongst transform kernel 

memory-related proposals which was considered to study in 

core experiment but not adopted in spite of significant result. 

The Compound Orthonormal Transform is composed of 4-

point and 8-poin DST-4/DCT-4 and 16-point and 32-

point DST-7/DCT-8 embedded into 64-point DCT-2 

transform kernel. The proposed transform kernel failed to 

provide 64-point DCT-2 so that a fast algorithm for 64-

point DCT-2 could not be applied and five transform kernels 

are used instead of three. Similarly, the proposal presented 

in [7] uses mathematical computation with no significant gain 

for higher resolutions due to the deviation of the DCT-2 

transform kernel from the original DCT-2. 

In this paper, analytical derivation of transform kernel 

(DCT-2, DST-4 and DCT-4) is proposed using sparse 

unified DST-3 matrix (𝐔). The proposed methods saves 

1368 bytes for 8-bit precision to derive any size and type 

of transform kernels from a single matrix without any extra 

computation.  

The paper is organized as follows: In Section 2, the 

proposed method is described, the experimental results are 

given in Section 3, and the paper is concluded in Section 4. 

 

2. PROPOSED METHOD 
The proposed structure of the sparse unified DST-3 

matrix (𝐔) can be illustrated as Fig. 1.  Based on the Fig. 1, 

𝐔 matrix consist of different point DST-4 and a 2×2 DST-

3 transform kernel. So, in order to derive DCT-4 matrix of 

specific block size from specific point DST-4 transform 

kernel of 𝐔 matrix, the relationship between DST-4 and 

DCT-4 [6] can be expressed as 

         𝐂𝟒 = 𝐒 × 𝐒𝟒 × 𝐅                 (1) 
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Fig 1. Structure of sparse unified 64-point DST-3 matrix 

(𝐔) and unit-element matrices (A, B, C, D, and E).  

where, 𝐂𝟒 and 𝐒𝟒 are DCT-4 and DST-4 respectively and 

F and S are the flipping and the sign change matrices, 

respectively [9] [10]. 

Secondly, for obtaining DCT-2 matrix of specific block 

size from 𝐔 matrix, firstly, respective block size DST-3 

transform kernel is required. To obtain DST-3 transform 

kernel matrix of specific block size, a sparse unified DST-3 

matrix (𝐔) and five unit-element matrices A, B, C, D and E 

is proposed in this paper as shown in Fig 1. The unit-

element matrices are 64-point matrixes composed of -1, 0 

and 1 [9]. 

From Fig. 1, the successive multiplication with 

respective unit element matrices A, B, C, D and E from 𝐔 

matrix gives the larger block sized DST-3 matrix and after 

multiplication, the right bottom part of the matrix is selected 

which gives the respective block sized DST-3 transform 

kernel matrix.  

Finally, respective block sized DCT-2 transform kernel 

matrix can readily derived using the relation [10] as: 

    𝐂𝟐 = 𝐅 × 𝐒𝟑 × 𝑺                (2) 

where, 𝐂𝟐 and 𝐒𝟑 are DCT-2 and DST-3 transform kernels 

respectively and F and S are flipping and sign change 

matrices [9] [10], respectively. 

 

3. EXPERIMENTAL RESULTS 

 
Fig. 2 shows the comparison between the 16-point 

original transform kernels and the proposed transform 

kernels. Based on the signal shown, the proposed and original 

transform kernels perfectly match with each other. Based on 

signal plot in Fig. 2 –(a), -(b), -(c), we can see that in Table. 

1 the average loss of 0.17% in the luminance of proposed 

COT whereas negligible average loss of 0.06% in the 

proposed method. For chrominance proposed method 

showed gain of -0.23% whereas COT results showed -0.03% 

gain which is regarded as not much significant gain. From the 

memory perspective also proposed method seem to be better 

than COT. The anchor used for experiment is VTM-3.0 

reference software. The number of frames for test is set to 

100 frames. Except for the number of frames, the 

experiments follow the common test conditions (CTC) [11]. 

The PC for simulation has CPU Intel® Xeon® CPU E3-

1275v5 @ 3.60GHz processor, RAM 16 GB with 64-bits 

Windows 10. 

 

(a) DCT-2 (16-point) 

 

(b) DST-4 (16-point) 

 

(c) DCT-4 (16-point) 

Fig 2. Comparisons of the proposed and original kernels 

Table 1. Simulation results for the AI configuration 

over VTM-3.0 

Seq. 
Proposed COT  

Y U V Y U V 

Class C -0.04% -0.35% 0.31% 0.12% -0.08% -0.08% 

Class D 0.03% -0.43% 0.04% 0.11% 0.02% -0.09% 

Class E 0.20% 0.09% -0.07% 0.28% -0.05% -0.05% 

Average 0.06% -0.23% 0.09% 0.17% -0.03% -0.07% 
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4. CONCLUSIONS 

 
The proposed method in this paper deals with the ROM 

memory storage issue by storing few transform kernels. The 

unified sparse matrix contains a number of zero elements, it 

is not necessary to save all elements of the matrix, thus 

resulting in significant memory savings compared to the 

conventional method. The proposed method shows the 

outperforming memory saving compared with 33.39% with 

maintaining compression performance. 
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