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ABSTRACT

Data so as to meet key values are preserved at Column-Family Stores such as Cassandra, HBase, Hypertable,
and Amazon Simple DB in the Big Data environment. In this paper, with referring to Cassandra, we define
column-family data stores and its structure. And then, we check out their characteristics such as consistency,
transaction, availability, retrieval function (basic queries and advance queries) with CQL (Cassandra Query
Language), and expandability. Also, we appropriate or inappropriate subjects for application of column-family
stores.
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1. Introduction to handle large amounts of data across many

commodity servers, providing high availability with no

Data are preserved so as to meet key at single point of failure. With asynchronous master-less
column-family stores such as Cassandra, HBase, replication allowing low latency operations for all
Hypertable, and Amazon Simple DB in the Big Data  clients, Cassandra offers robust support for clusters
environment. With referring to Apache Cassandra, we  spanning multiple datacenters. In the field of NoSQL
research on column-family data stores and its  systems, Cassandra achieves the highest throughput for
structure. Apache Cassandra is an open source the maximum number of nodes in the Big Data
distributed database management system. It is designed  environments. In this paper, after checking out their
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characteristics such as  consistency, transaction,
availability, retrieval function (basic queries and
advance queries) with CQL (Cassandra Query
Language), and expandability, we appropriate or
inappropriate subjects for application of column-family
stores.

II. Column—Family Stores for Big Data

The method to store and process data by column
instead of row has its origin in analytics and business
intelligence. Column-stores operating in a
shared-nothing massively parallel processing
architecture can be used to build high-performance
applications. Sybase 1Q, Cassandra, HBase, Hypertable,
Amazon Simple DB and Vertica are notable products in
this field The Column-Family Stores collect and
manage data that meet with key values (Figure 1).
The values are classified into several column-families
and each column-family becomes data map.
Column-Family Databases store data in column-families
by use of rows. Each row has many columns related
to its key of the row. So, column-family means a

collection of related data. Cassandra as a
Column-Family Stores guarantees consistency,
transaction, availability, various  queries, and

extensibility of column-family data. The function of
queries is performed by use of CQL with basic query
services and indexing techniques.
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Figure 1. Data Model of Cassandra

III. Application Plan of Column—Family Stores
for Big Data

The appropriate places of using Column-Family
Stores are event logging (Figure 2), contents
management  systems,  blogging-platform  service,

countering service, and expiring column service. But,
Column-Family Stores cost a tremendous amount in
query modification. So, it is not wonderful to use
Column-Family Stores for prototyping or technical
reviewing.

IV. Conclusions

Consequently, since column family contains columns
of related data, it is @ NoSQL object. It is a tuple that
consists of a key-value pair, where the key is mapped
to a value that is a set of columns. In managing Big
Data, using column families could make it possible to
store blog entries with tags, categories, links, and
trackbacks in different columns.

Event Column Family

Row
Event: fcfdjdsIf34324
[ ppName: ]

)

[ appUser: ewke ]

Figure 2. An Example of Event Column Family
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