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Abstract 

Chronic disease is linked to patient’s’ lifestyle. Therefore, doctor has to monitor his/her patient over time. 
This may involve reviewing many reports, finding any changes, and modifying several treatments. One solution to 
optimize the burden is using a visualizing tool over time such as a timeline-based visualization tool where all 
reports and medicine are integrated in a problem centric and time-based style to enable the doctor to predict and 
adjust the treatment plan. This solution was proposed by Bui et. al. [2] to observe the medical history of a patient. 
However, there was limitation of studying the diabetes patient’s history to find out what was the cause of the 
current development in patient’s condition; moreover what would be the prediction of current implication in one of 
the diabetes’ related factors (such as fat, cholesterol, or potassium). In this paper, we propose a Grid-based 
Interactive Diabetes System (GIDS) to support bioinformatics analysis application for diabetes diseases. GIDS 
used an agglomerative clustering algorithm as clustering correlation algorithm as primary algorithm to focus 
medical researcher in the findings to predict the implication of the undertaken diabetes patient. The algorithm was 
Chronological Clustering proposed by P. Legendre [11] [12]. 

 

1. Introduction and Background 

One of the crucial chronic diseases is diabetes, which is 
taking attention of recent development in e-Healthcare 
system. The development of a diabetes patient condition 
from normal diabetes to diabetes type 2 is becoming one of 
the vital transitions of a disease condition on the global 
healthcare. 

 
Prior giving any decision related to a diabetes patient, a 

medical doctor must screen varies types of the patient’s 
historical data, starting from blood sugar, fat, and cholesterol 
to HBA1c and Heart ECG; and could be more  [13]. Despite 
the fact that medical doctors have the essential analysis 
processes of any type of chronic diseases, it is (assumed) 
very hard to consolidate the analysis of all types of medical 
reports at once without help from automated machines. For 
example, it is possible to review the trend of blood sugar 
over period of time but it begins to be difficult when it is 
correlated with fat or cholesterol to find out which one was 
the real cause. Another example, not all historical diabetes 
patient’s data are collected at the same time, for instance 
blood sugar measurements are taken in a daily based (which 
is important for monitoring the patient) while measuring the 
HBA1c is normally checked every three months (which is 
the vital sign of diabetes condition of a patient) [13]. These 
difficulties are important to be check accurately during 
medical doctor’s screening especially when the patient is 
using different types of treatments (diet or using drugs) to 
control his/her body condition. 

 
Many proposed solutions tickled chronic diseases 

visualization  [2] [3]. In [2], the proposed solution was based 
on problem centric visualization over the time. The solution 
was good for finding the syndrome and adjusting the 
treatment plan according to the observation.  Unlikely,  [3] 
was another research that used order-entry technique to keep 
tracking the order-entry.  Apparently, none of these 
solutions showed concerns on backend computation 

developments. On the other hand, there were several research 
solutions which focused on the involvement of the backend 
computation developments to improve the services such as 
in [1]  [5].  [5] is one of the Grid platform solutions that 
supporting radiologists to diagnosis cancers with 
mammography. And [1] was a Grid based platform that 
utilized the real-time image processing of Magnetic 
Resonance Imaging (MRI) intra-operatively. The focus of 
this research was to achieve a very short time of image 
processing and feedback to doctors in the operation surgery, 
therefore a load balancing and fault tolerance were 
considered in the development. 

 
However, diabetes disease has many computer aided 

diagnosis tools (CAD), the huge amount of historical data for 
the diabetes patient was necessary to be processed all at once 
with different CAD tools and into the same workspace. This 
was important to assure analysis all targeted data over a 
period of time; and this could be achieved by content relation 
enforcement policy defined by the medical researcher. 

 
Our proposed solution was a Grid-based Interactive 

Diabetes System (GIDS) which was a system to automate the 
analysis of diabetes patients’ conditions. It was providing an 
optimized timeline view about patient’s condition based on 
agglomerative clustering algorithms which depends mainly 
on the enforced relation polices by the medical doctor to 
correlate patient’s medical reports contents. GIDS used the 
benefits of the Extended Kepler Profile to facilitate the 
implementation of the agglomerative clustering algorithm. 
Finally, the results of the analysis would be displayed to 
medical researcher as trends over time. These trends were 
representing the relations among patient’s medical data. 

 
2. Grid-based Interactive Diabetes System 

Grid-based Interactive Diabetes System (GIDS) was a 
web-enabled Grid-based application that included software, 
hardware, and middleware systems to support bioinformatics 
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analysis application for diabetes disease. GIDS was to help 
medical researchers who were interested in finding the 
relationship between diabetes patient’s condition and 
diabetes’ factors such as blood sugar over period of time, 
which could infer them to predict the implication in patient’s 
condition. To find and measure this type of relationship in 
time domain, GIDS included a well-known agglomerative 
clustering algorithm called Chronological Clustering 
Algorithm (introduced by P. Legendre [11] [12]) to find the 
similarity among data over time and demonstrate varies of 
changes in diabetes patient’s condition by controlling the 
Chronological Clustering Algorithm parameters (in particular 
the alpha and the connectedness). The adoption of the 
Extended Kepler Profile helped to adjust these parameters 
smoothly when it was needed without recreate the whole 
study from scratch. 

 
The main theme of GIDS was the optimized viewer of 

patient’s historical information; which freed medical 
researcher from the burden of reviewing laboratory tests, 
blood sugar tests (HBA1c), fat, cholesterol, and others. This 
work was a challenge task when there were multiple factors 
for example blood sugar and potassium which were on focus 
during a specific study on a diabetes patient. GIDS helped to 
display any interesting changes (based on Chronological 
Clustering Algorithm parameters) in the focused factors into 
an understandable chart graphs that easily helped in the study. 

 
2.1 GIDS Architecture 

The internal architecture of GIDS is illustrated in Figure 
1. The GIDS architecture was composed of three main layers. 
These layers were Application Layer, GIDS Core Layer, and 
Grid Middleware Core Layer. In addition, there was a Grid 
Resources which acted as computing resources and was not 
part of GIDS architecture. 

 
2.1.1 Application Layer 

This layer was the interface of GIDS which was basically 
web portal module that enabled GIDS’s who were interested 
in studying diabetes conditions; to compose, run, and review 
diabetes patients’ studies. This layer was a simple website 
which allows GIDS’s user to select which diabetes patient to 
be undertaken in the study, and to specify the primary 
elements of that study such as the starting and ending points 
of a period of time when the diabetes patient where under 
supervision; and defined the interested diabetes factors for 
example blood sugar in GIDS analysis; (reminder, all data 
have to be available in Medical Databases located in Medical 
Resources Layer as shown in figure 1.) 

 
The application layer was responsible for displaying the 

outcome of GIDS’s computation for GIDS’s user’s composed 
study. The display was initially combination of 
understandable chart graphs, and there was ability for the 
GIDS’s user to review the study by editing the primary 
elements of the study, which will be explained later in this 
paper. 

 
Figure 1 GIDS Architecture 

2.1.2 GIDS Core Layer 

This layer was the core layer in GIDS which was 
responsible of the coordination between GIDS’s user, 
medical data, and computation procedure (or workflow 
process) of bioinformatics analysis application for diabetes 
within the grid infrastructure. In this layer, there were six 
modules with different roles; and they were: GIDS Data 
Controller module was an input module from the Application 
Layer boundary (upper bound) which received GIDS’s user’s 
inquiries regarding patient’s history, and reformatted these 
inquiries for collecting the required patient’s history to PACS 
Grid module  [4] as PACS Grid requests and these requests 
considered to be internal communication in GIDS Core 
Layer; PACS Grid module was a grid-based application that 
supported medical data exchange between medical databases, 
which its design and role in medical data exchange were 
explained in  [4], PACS Grid module was adopted as an 
internal module with bidirectional communication with Grid 
Middleware Core Layer (lower bound) which received 
internal requests from GIDS Data Controller module and, as 
it had its own Grid Controller or Grid gateway, it 
communicated directly with an Extended Kepler Profile 
module in the Grid Middleware Core Layer to retrieve the 
requested medical data, and the outcome of the retrieved data 
would be forwarded to GIDS Grid Controller module; GIDS 
Communicator module was an input module from the upper 
bound which was responsible of organizing the annotations 
made by GIDS’s users (medical researchers) such as tags on 
curious findings, in addition to that, it was responsible for 
opening, editing, and terminating diabetes study workspaces; 
GIDS Policy Adjuster module is was an input module which 
was receiving from GIDS’s user the adjusting parameters 
such as the  Chronological Clustering Algorithm parameters 
(alpha and connectedness) or selecting the diabetes factors 
(for example blood sugar) to be on focus in the analysis; 
GIDS Displayer module was an output module from the 
upper bound which was the responsible module for gathering 
the outcome of the study from GIDS Grid Controller module 
and displaying them on GIDS Portal; and the last but the 
most important module was GIDS Grid Controller or GIDS 
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Grid Gateway module which was the interpreter between the 
modules located in this layer (except PACS Grid module) and 
Grid Middleware Core Layer, it collected the specified study 
with its data, passed them to Extended Kepler Profile module 
at lower layer (Grid Middleware Core Layer.) 

 
2.1.3 Grid Middleware Core Layer 

This layer was fundamental grid middleware layer in any 
grid-based infrastructure. In this layer, there were four basic 
parts that were needed to support GIDS Core Layer, and they 
were the following: Extended Kepler Profile, Workflow 
Engines, Workflow Templates, and Executable Application. 
Both Workflow Templates and Executable Applications were 
simply pre-stored files at Grid Middleware Core Layer. 
Workflow Engines could be any grid-based workflow engine 
but in this work Kepler [9] was used to communicate with 
Condor-based [6] grid resources (more details will be provide 
in the experiment section in this paper). We added the 
Extended Kepler Profile module in this layer to manage the 
communication occurred between the grid computing 
systems’ Workflow Engines if there were multiple Workflow 
Engines working at the same time such as Pegasus [8], 
DAGMan  [7].  

 
2.1.4 Grid Resources 

This layer was the computing layer where the Grid 
computing resources located. It contained the physical 
computing resources which were computing and analysis 
diabetes patient’s history as specified in the composed study 
by GIDS’s users. The computation would be done based on 
predefined workflow templates managed by Workflow 
Engines.  

 
3. Evaluation and Results 

GIDS was tested on small size computer lab to evaluate its 
usability and functionality. The lab was consisted of three 
physical computers each was 3.2 GHz CPU; and one laptop 
used as user’s PC to access GIDS Portal website. GIDS 
system was installed on one computer; and Kepler was 
installed on the same computer. Because there was a need of 
having multiple of computers work as Condor-based Grid 
resources, Rocks Cluster [10] was installed on the other two 
computers as one master node and one slave node. Three 
virtual machines were created on top of Rocks Cluster, and 
each with Condor enabled. 

 
A diabetes study workspace was created for anonymous 

patient, who was under supervision for 27 days starting from 
1st of January, 2010; a blood sugar test was taken daily. Two 
adjustments were applied on the study to examine the 
usability of the system to help medical researches. First, a 
study workspace was created; then an adjustment was 
applied on the Chronological Clustering Algorithm; after that 
a change was applied on time domain of the supervision 
period. 

At first, the initial configuration of Chronological 
Clustering Algorithm was kept to observe an initial outcome 
from the study for the whole supervision period (27 days) 
that was applying the initial configuration for the full period 
of study. Then, an outcome graph was shown as in figure 2.a. 

The graph was containing two lines namely Grouped (red) 
and Measurements (blue). Both lines demonstrated the 
patient’s blood sugar during the supervision period. The 
Measurements (blue) line was showing that the blood sugar 
was changing in a daily base in the range of 118~192 mg/dl. 
On the other hand, the Grouped (red) line was compressing 
those daily changes of the blood sugar into straight lines by 
grouping the slight changes in blood sugar over connected 
period of time within the supervision period. 

 
After that, the feature of GIDS that allow user to re-edit 

the study was checked. The Chronological Clustering 
Algorithm parameter alpha was reset from 0.1 to 0.25, and 
the study was recomputed again. The outcome of the 
recomputed study was displayed back in GIDS Portal as in 
figure 2.b. As it was shown in the first part of the experiment, 
that the blood sugar was grouped (red line) in figure 2.a, in 
this part of the experiment the blood sugar was grouped (red) 
but in smaller period of times compared to the first 
experiment, and this change came from the behavior of 
Chronological Clustering Algorithm parameters. That is, if 
the value of alpha was increased, the view of the blood sugar 
measurements presented in the computed grouped (red) line 
would be much similar to the original view of the daily 
measured blood sugar presented in the blue line. 

 
Next, to observe other functionality in GIDS which is the 

zooming in over the time domain, a change of starting and 
ending points in time for the supervision period was forced in 
the study. That was done by reducing the full view of the 
supervision period to be focused on what happened from 5th 

to 17th of January, 2010. An outcome of the results was 
shown as in figure 2.c. This focusing was clearly shown that 
the grouped (red) line; which represented the optimized view 
of blood sugar changes over the newly selected period of 
time; was providing netted view of blood sugar 
measurements than the measurements (blue) line. 
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Figure 2 GIDS study's outcomes for different adjustments in the study for a 
diabetes patient’s blood sugar measurements over 27 days: (a) the outcome 
of the initial study for the full period, (b) the outcome of the readjusted 
chronological clustering alpha variable to 0.25, (c) the outcome of the 
zooming in smaller period of the supervision over the time domain. 

4. Conclusion 

Grid-based Interactive Diabetes System (GIDS) is a web-
enabled Grid-based application that main goal was to assist 
medical researchers; who are interested in studying diabetes 
disease; to have a broader view of diabetes patient’s 
condition and predict the future implication based on current 
developments in some diabetes factors such as blood sugar, 
fat, or potassium. GIDS was using base algorithm called 
Chronological Clustering Algorithm for analysis diabetes 
records. GIDS was tested to study a basic history of a 
diabetes patient who was under supervision for less than a 
month. The test was performed to check two functions 
provided by GIDS which are changing the basic algorithm 
that GIDS used (Chronological Clustering Algorithm) and 

changing the full view of the supervision period in the time 
domain in the study.  
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