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Abstract 

Previous approaches to the 2D to 3D conversion problem require heavy computation or 

considerable amount of user input. In this paper, we propose a rather simple method in 

estimating the depth map from a single image using a monocular depth cue: haze. Using 

the haze imaging model, we obtain the distance information and estimate a reliable depth 

map from a single scenery image. Using the depth map, we also suggest an algorithm that 

converts the single image to 3D stereoscopic images. We determine a disparity value for 

each pixel from the original 'left' image and generate a corresponding 'right' image.  

Results show that the algorithm gives well refined depth maps despite the simplicity of 

the approach. 

 

1. Introduction 

Nowadays, due to the heavy demands of 3D stereo 

image contents and the development and manufact-

ure of 3D display panels, the 2D to 3D conversion 

problem is a popular issue in the field of computer 

vision. 

This ill-posed problem has been approached in 

many different ways such as using a supervised 

learning approach or using a sequence of images as 

input. In most cases the 2D to 3D conversion 

problem requires either heavy computation or 

considerable amount of user input. 

In this paper, we propose an algorithm which 

generates a depth map using haze information, a 

monocular cue. This implies that we use a single 2D 

image as input. We target scenery image and show 

that by using the haze formation model we can 

obtain a reliable depth map. Using the depth map we 

obtained we synthesize a new image, which would 

correspond as the right view image and in result, 

give stereoscopic 3D images. 

 

2. Related Works 

In this section we will review a couple of 

approaches in estimating the depth map using a 

single 2D image. Also, we will give brief explanation 

regarding an algorithm that suggests a prior which is 

mentioned throughout this paper. 

There are numerous approaches to solve the 2D to 

3D conversion problem using all kinds of cues, and 

lots of on-going work exists as well. 

The cues used by the human eye enable us to 

perceive depth in numerous ways. The cues used to 

recognize depth can be classified as monocular cues 

and binocular cues. Monocular cues are, for example, 

the sizes of objects, haze, perspectives, texture 

gradient etc. The binocular cue we use is called 

binocular disparity. It means we perceive depth by 

taking in two different images for each the left and 

right eye.        
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Depth from motion figures the relationship 

between the motion of the object and its distance 

from the camera by using optic flow [1]. This, of 

course, assumes that there is a sequence of images 

and the objects in the images move proportionally to 

their corresponding depth and assign depth to each 

pixel according to its movement.  

An improved, high level algorithm introduces the 

idea of machine learning [2]. They introduce the 

'feature vector' which contains information of all 

kinds of cues such as: texture variation, texture 

gradient, occlusion, haze etc for a patch of the image. 

By undergoing a training process for several images 

they use Markov Random Field to model the relation 

between the depth of a patch and the depths of its 

neighboring patches. This implies that a large 

amount of user input is necessary. And due to the 

training and classification stages, the conversion is a 

task which requires a good amount of computation. 

Throughout this paper, we use a prior suggested 

by K. He et al., called the dark channel prior. It is a 

simple and effective prior based on a key observ-

vation - most local patches in haze-free images 

contain almost zero intensity in at least one color 

channel. By using this prior, we can manipulate the 

model used to describe the formation of haze images 

and obtain high quality haze-free images. 

 

3. Proposed Algorithm 

There are 2 steps in our proposed algorithm. The 

first step is the estimation of the depth map using 

dark channel prior, and the second step is the 

synthesis of the right view image using the depth 

map obtained from the first step. 

As mention previously in this paper, we will take a 

look at the equation which describes the formation 

of haze images.  

( ) ( ) ( ) (1 ( ))x x t x t x= + -I J A ,          (1) 

where I is the observed intensity, J is the scene 

radiance and A is the global atmospheric light, and t 

is the transmission term. Here, we focus on the 

transmission term. If we assume that the atmosphere 

is homogeneous, the transmission term can be 

expressed as: 

( )( ) d xt x e b-= ,               (2) 

where β is the scattering coefficient of the 

atmosphere. By examination, we can see that the 

transmission is exponentially related with the depth 

of the scene. According to [3], equation (1) can be 

organized in respect to t as: 

 

 
(a)                      (b) 

 
(c)                      (d) 

Figure1. Results of the proposed algorithm. 

(a) Input image. (b) Estimated depth map. 

(c) Left view image. (d) Right view image. 
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where c represents the color channels of the 

image. Because using the dark channel requires 

operations in windows, the results have block 

artifacts. Therefore we apply a soft matting 

algorithm suggest in [4] to refine the results. 

As mentioned above we can use equation (3) to 

obtain the depth value by calculating: 

                
1

( ) ln ( )d x xt
b

= - .              (4)     

The second step is the synthesis of the right view. 

The idea is simple and we approached this problem 

in a quite intuitive manner. We assign each pixel 

from the original image (left image) to a disparity 

value corresponding to the depth assigned by (4). In 

this process we make sure that the pixels with 

bigger disparity values are assigned first due to the 

fact that occlusion will occur and the object further 

away will be occluded by the object standing closer. 

In the synthesized image, there are areas which 

are empty because of the discrete values in the 

depth map, especially on the border of objects. We 

call these areas 'holes' and fill them by repeating the 

pixels adjacent to the holes. In cases where the size 

of the holes is big, distortion problems may arise. 

Therefore to avoid such cases, we limit the disparity 

value to 10 percent of the horizontal scale of the 

image. 

 

4. Results 

In this section we provide and show the results 

generated by the proposed algorithm and evaluate 
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the results. In Figure1, An image containing haze can 

be expressed as the sum of scene radiance and 

atmospheric light as shown in (a). By using the prior 

suggested by K. He et al., and refining the results 

suggested in [4] we can obtain a well refined depth 

map such as (b). (c) is the left image and (d) is the 

synthesized right image. We can see that the 

proposed algorithm gives good results despite the 

simple approach. However, there are some cases 

where this algorithm may not work as well. The dark 

channel prior may not hold and give false 

implications of the atmospheric light. This may 

result in inaccurate depth maps. 

 

5. Conclusion 

In conclusion, this paper suggests an algorithm 

which converts a single 2D scenery image into 2 

stereoscopic images using haze information. We 

have shown that this method, compared to other 

previous approaches, requires no user input and less 

computation but yet provides fair results. Although 

the algorithm is limited in images where haze is in 

existence, the approach taken in this paper is 

expected to be widely applied in the conversion 

problem. We intend to expand the algorithm by using 

other depth cues in the future. 
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