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Abstract

A fuzzy weighted mean method on a 2D shape recognition system is introduced in this paper. The
bispectrum based on third order cumulant is applied to the contour sequence of each image for the
extraction of a feature vector. This bispectral feature vector, which is invariant to shape translation,
rotation and scale, represents a 2D planar image. However, to obtain the best performance, it should be
considered certain criterion on the calculation of weights for the fuzzy weighted mean method. Therefore,
a new method to calculate weights using means by differences of feature values and their variances with
the maximum distance from differences of feature values, is developed. In the experiments, the
recognition results with fifteen dimensional bispectral feature vectors, which are extracted from 11,808
aircraft images based on eight different styles of reference images, are compared and analyzed.

Keyword : Bispectral feature vector, Fuzzy weighted mean, Statistical information

i. Introduction

In this paper, the bispectrum based on third
order cumulant is applied to the normalized
boundary sequence of a 2D image as a means of
feature extraction, and a triangular fuzzy
membership function and a fuzzy weighted mean
method using means by differences of feature values
and their variances with the maximum distance
from differences of feature column set, are utilized
as a classifier. The characteristics and advantages
of feature vectors extracted from bispectrum can be
founded in {1) and Han's previous works(2]-(4) in
2D image recognition system. These bispectral
feature vectors have enough shape information and
the property to be invariant in size, shift, and
rotation. The fuzzy weighted mean classifier for the
recognition process has a relatively simple structure
than the neural classifiers(2](51(6) and it can
easily improve the classification results by
adjustment of weights based on analyses of the
feature vectors. More details on the fuzzy classifier
are shown in (7).

The other important factor should be considered

for the high performance result, such as the choice
of appropriate weights for the fuzzy weighted mean
method. During the recognition process, weights by
statistical information of feature column sets might
be an important role. However, there is no certain
criterion on the calculation of the weights, Thus, in
this paper, a new method for the calculation of
weights based on statical information such as means
by differences of feature column sets and their
variances with the maximum distance from
differences of feature column sets, is proposed to
achieve the high performance result.

ll. Boundary Representation and
Bispectral Feature Extraction

For the feature extraction, the boundary of a
closed planar shape is characterized by an ordered
sequence that represents the Euclidean distance
between the centroid and all contour pixels of the
digitized shape. Clearly, this ordered sequence
carries the essential shape information of a closed
planar image. The bispectral feature extraction from
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a closed planar image is done as follows. First, the
boundary pixels are extracted by using contour
following  algorithm the
derived(8](9). The second step is to obtain an
ordered sequence in a clockwise direction, b(i), that

and centroid  is

represents the Euclidean distance between the
centroid and all boundary pixels. Since only closed
contours are considered, the resulting sequential
representation is circular as equation (1).

. the centroid of an image, (x:yi)

where (x.,y:)
the contour pixel, and PN(period): the total number
of boundary pixels.

This Euclidean distance remains unchanged to a
shift in the position of original image. Thus the
sequence b{i) is invariant to translation. The next
step is to normalize the contour sequence with respect
to the size of image. Scaling a shape results in the
scaling of the samples and duration of the contour
sequence. Thus scale normalization involves both
amplitude The
normalized duration of the sequence, 256 points fixed,

and duration normalization.
is obtained by resampling operation and function

approximation. This is shown in equation (2).

c(k) =b(k*N/256) k=1,2,3......,256 s @

where c¢(k): the duration normalized sequence.
After amplitude is
divided by sum of contour sequence and removed the

duration normalization,

mean. It is shown in equation (3) and (4).

AR =c(k)/fs K=12,3,....., 20 wrowrrsscss 3)
d(k) =d(k)-mean(d(k))

where s=c(1)+c(2) +c(3)+........ +¢(256).

The sequence d(k) is invariant to translation and
sealing. In a fourth, bispectral feature measurement
is taken into the contour sequence. The spectral
density of the sequence d(k) is derived by using a
~ third order cumulant, called a bispectrum. In this
study, the bispectrum of contour sequence d(k),
instead of power spectrum, is investigated for
feature vectors because of its better noisy-tolerant

characteristic(2](10). The third order cumulant

spectrum of contour sequence d(k) is defined as

Hy(w,w,)
1 S 3 @7 WoTs,
= G, 2, 2 Gl T (5)
= Flw, ) Flw, )F‘(w1 +u,)

Eld(k)d(k+ 7 )d(k+T,)]:
order cumulant of d(k), and
|wy| & 7 Jeon| S 7|y + 0, RIGHT = 0
If the observed contour sequence d(k)=s(k)+n(k)
where s(k): the zero mean contour sequence without

where Cln,7,)= a third

noise, n(k): the zero mean white Gaussian noise

sequence and they are independent, equation (5)

becomes

Hy(wpwy) = —— E Z C, (1, my e o tem!

(27r) Ry
1 S = fly +wsry
MWTE Z Cy(ryomy) e MmPamd e 6)

=H (wyy) + H (wy,0) = H (w,a)+7,

= H (wy,0) 4 Bln® (k)] woeereeesoesiniinnins, (7

where € (7.7,) = Els{k)s(k+7)slk+7,)] and

C, (1,,%) = Eln{k)nlk+r )Inlk+7)] = ,6(7.7,)

In equation (7), the noisy bispectrum

= Efn{k)®] =, becomes zero because of skewness
of noisy density function, which means the

bispectrum suppress the white noisy portion and the
extracted feature vectors have better noisy tolerance
than the feature vectors from the power spectrum.
The performance comparisons between them are
shown in (2). The magnitude of bispectrum derived
in a fourth step, |H;{w,w,)ll, is unchanged even
after the sequence d(k} is circular shifted because
the magnitude of Fourier transform, |Flw)l, is not
changed(11). Thus |H,(w.«,)l is invariant to the
rotation of an image. Finally, the two dimensional
bispectral magnitude(256 by 256) is projected to
vertical axis{w;) by taking mean value of each
column for feature extraction. 1t is shown in
equation (8).

h(kJ={mean(ksy, column of |H,(w,,w,)!)] (8)
where k=1,2,....256.

The first column and the row in the magnitude of
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bispectrum contain all zero values because the
normalized contour sequence has a zero mean. It
means h(l) is always zero. And the projected
bispectral components exceed to the sixteenth have
very small values (near zero). Thus, for fast
classification process with reliable accuracy, the
projected bispectral components from the second to
the sixteenth (h(2), h(3),.....h(16)) are chosen for
the possible use of feature values to construct a
feature vector. More details on bispectral feature

extraction are found in (2].

. The Proposed Fuzzy Weighted
Mean Classifier

In this paper, the triangular type of fuzzy
membership function(7) and the fuzzy weighted
mean whose statistical information are utilized for
weights, are used as a classifier. The process of the
proposed method and the classification of images are
processed as follows.

First, fuzzy membership functions for each
reference image are established by their feature
values. The fuzzy membership functions are defined
by equation (9).

@) =001z, —f)+1 if z; < f;
() =—001(z,— f ) +1 if @, = f e 9)
u”(zj):[) if ,ul](x])<0

where 0.01 is the selected slope for fuzzy
membership functions, xj is a J® feature value of an
input image, fj and z;(x;) are a j feature value of a
reference feature vector and a membership grade of
x; for an image a;, respectively.

In a second, the variances for each normalized
feature column set by reference images are derived
by equation (10), (11) and the variances are
normalized by equation (12).

where my is a mean of J™ feature column set for
the reference images. . is the number of kinds of
images(classes), and x; is a J* feature value for
reference image a;.
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m]:_zl(zu_mjy ............................................ (11)
ur
ury n T (12)
=

where vr; is a variance of j¥ feature value set for
the reference images(classes to be classified).

In a third, means(md,) for differences of each
reference feature set are calculated and the means
are normalized by equation (13) and (14). And then
maximum differences(maz_diff ;) for each reference

feature set are calculated by equation (15).

(md] —min of mdj)

md; = {(maz of md,—min of md) (14)
maz_diff; = maz (e, 1), — ), 1= g e (15)

where all of z;; are sorted by ascending order in
advance.

In a fourth, the feature values of the incoming
test image are applied to the corresponding fuzzy
membership functions for reference images, and the
membership grades are computed by equation (9).
The membership grades for any one of reference
images present the degree of similarity with that
reference image.

In a fifth, the weighted mean values of the
membership grades for each of reference image are
computed by equation (16) and (17), and a
reference image having the largest weighted mean
value (the largest h;) is chosen as a classification
result.

W= md, T Or/maz_diff ; e, (16)

hi:Eﬂ”(Ij) Sy, 1 L e 17
j=1

where w; is a weight for a /% feature value, 1
and w are a membership grade and a weight for a

j* feature value, . respectively, and n is the
dimension of an incoming feature vector.

By using equation (17), any of reference image
with the largest fuzzy weighted mean value is selected
as a classification result for an incoming test image.

The one advantage of the fuzzy weighted mean
classifier is the use of statistical information for
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weights. In general, it is hard for the neural
clagsifiers to improve the performance results
because they are highly depend on the
architectures, learning algorithm and training
order(2}(5)(6)(12]. But in the fuzzy weighted mean
classifier, the improvement of classification results
can be easily achieved by using various statistical

information of feature values as weights.

IV. Experiments and Performance
Analyses

The proposed method was evaluated with eight
different shapes of reference aircraft images shown
in Figure 1. From each reference shape of aircraft,
36 noisy-free patterns were generated by rotating
the original image with 30 degree increment and
scaling with three factors (1, 0.8 and 0,6). And
forty noisy corrupted patterns were made by adding
four different levels of random Gaussian noise
(25dB, 20dB, 15dB. 10dB SNR : ten noisy patterns
for each SNR) to 36 noisy-free patterns. Thus the
data set for each reference aircraft image has 36
noisy-free patterns and 1440 (40x36) noisy
corrupted patterns. The number of total test

patterns becomes 11,808 (1,476x8 reference

Adda
A+ 44

{Figure 1) Eight different styles of
reference aircraft images

The normalized feature values from reference
images are shown in Figure 2 and their weights,
weights by only variances used in (13], and ranks of
the two methods are shown in Table 1. Comparison
of weight distribution by the conventional method
with the proposed method is shown in Figure 3.

In the experiments, three different types of
reference data set were used for the construction of
membership functions. These are as follows.

Reference data set 1: feature values extracted
from only the 8 reference aircraft images shown in
fig. 1.

Reference data set 2° averaged feature values

extracted from 8 reference patterns and 32 noisy

images). patterns (4 noisy patterns with 25dB SNR
generated from each of 8 reference images).
Reference data set 3. averaged feature values
extracted from 8 reference images and 32 noisy
0.6
0.5
04
0.3
0.2
0.1
0

(Figure 2) Normalized bispectral feature values (h(2).h(3),.....h(16)) for eight aircraft images

_52_



Oz =2% M16A H25 (2008. 12)

patterns (4 noisy patterns with each of 25dB,
20dB, 15dB and 10dB SNR generated from each of
8 reference images).

{Table 1) Weights and ranks by feature sets

feature order Weight |Rank(proposed) Rank([13]

1 1.007640 5 6
2 0.579658 11 9
3 0.197567 15 15
4 1177310 3 5
5 0.890021 8 3
8 0564538 12 18
7 0.954518 6 4
8 0.339517 i3 14
9 1411180 1

10 1.190330 2 2
il 0.890710 7 7
12 0.789154 9 10
13 0.703019 10 11
14 1.128200 4 3
15 0.302892 14 13
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(Figure 3) Comparison of weight distribution by the
conventional method with the proposed method

In our experiments, 11,808 of total test patterns
(1.476 patterns for each reference image) were
evaluated with each of three different reference data
set for the proposed method and the conventional
methed(13}. The overall classification results with
reference data set 1-3 are summarized in Table 2-4.
In the recognition process with reference data set 2
and 3, the membership functions for each of eight
reference shapes are constructed with a noise-free
pattern and four of randemly selected noisy

patterns. It means the classification results slightly

depend on the selection of noisy patterns. Therefore
the five independent experiments with random
choice of noisy patterns keeping the same SNR were
evaluated. The average results are shown in Table
3, 4.

(Table 2> Number of misclassified patterns in the
recognition process with reference data set 1.

T f data set:
ype ol Gata sets The proposed The conventional
(total # of tested
method method (13}
patterns)

Noise-free(288) 0 0
25dB(2880} 0 O
20dB(2880) 0 0
15dB(2880) 0 0
10dB(2880} 61 74

(Table 3) Average number of misclassified patterns in
the recognition process with reference data set 2 after
five independent simulations.

T f dat 1
ype o 2 sets The proposed The conventional
(total # of tested ;
method method[13]
patterns)

Noise-free(288) 0 0
25dB(2880) Q Q
20dB(2880) 0 0
15dB(2880) Q
10dB(2880) 55 38

(Table 4> Average nurnber of misclassified patterns in
the recognition process with reference data set 3 after
five independent simulations.

Type of data sets .
The proposed The conventional
(total # of tested
method method[13]
patterns)

Noise~-free(288) 0 0
25dB(2880) 0 0
20dB(2880) 0 0
15dB(2880) 0 1
10dB(2880) 25 20

Table 3 and 4 show that the classification results
can be increased by adding some various types of
noisy patterns to the construction of membership
function. As mentioned in before, under the same
experimental environments, the classification
performance can be improved by adjustment of
weights using appropriate statistical information. It

is shown well in experimental results of Table 2-3.
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In the experiment results using reference data set
3(Table 4), however, the misclassified number of
the proposed method is more than the conventional
method in the data set of 10dB patterns. We think
this is caused by using all of the same membership
functions based on the means of reference data set
only except intra—class or inter-class variances for

building the membership functions.

V. Conclusion

The that the
appropriate calculation of weights in the fuzzy

experimental results show
weighted mean classifier based on the statistical
should be

considered to achieve the best performance in image

characteristics of feature values,
recognition systems. Therefore the proposed fuzzy
weighted mean method can be applied to some other
types of pattern recognition problems, such as

verification, vehicle plate

biomedical

off-line  signature

recognition  systems, or image
understanding systems.

In the future, we would like to extend our
approach to construct membership functions using
intra—class and inter—class variances for better

classification performance.

References

{1) C. L. Nikias and M.R. Raghuveer, "Bispectrum

digital  signal
framework,” Proc. IEEE, Vol.
pp.869-891, July, 1987.

(2) S. W. Han, "A Study on 2-D Shape Recognition
Using Higher-Order Spectral and LVQ,” Journal
of Fuzzy Logic and Intelligent Systems, Vol.9,
No.3, pp. 285-293, 1999.

(3) Soowhan Han and Young-Woon Woo, “Fuzzy Classifier
and Bispectrum for Invariant 2-D Shape

processing
75, No.7,

estimation:A

Recognition,” Journal of Korea Multimedia
Society, Vol.3, Ne.3, pp. 241-252, June, 2000.
4] S. W. Han, Y. W. Woo, S.J. Jang and J.S. Lee,
“Third Order Moment Spectrum and Weighted
Fuzzy Classifier for Robust 2-D Object
Recognition,” Vol.45, No.4,pp.699-707, March, 2003,

(5) S. W. Han, "Robust Planar Shape Recognition
Using Spectrum Analyzer and Fuzzy ARTMAP,”
Journal of Fuzzy Logic and Intelligent Systems,
Vol.5, No.4, pp. 33-40, June, 1997.

(6) B. H. Cho, “Rotation, translation adn scale invariant
2-D object recognition using spectral analysis
and a hybrid neural network,” Florida Institute
of Technology, Melbourne, Florida, U.S.A.,
Ph.D. Thesis 1993.

(7) F. Hoppner, . Klawonn, R. Kruse and F. Klowan,
Fuzzy Cluster Analysis Methods  for
Classification, Data Analysis and Image
Recognition. John Wiley & Son, June, 1999.

(8) R. C. Gonzalez and R. E. Woods, Digital Image

Addison-Wesley Publishing
Company, Inc., 1992.

[9) W. K. Patt, Digital Image Processing. 2nd ed.,
Wiley Interscience, 1991.

(10] C. L. Nikias and J. M. Mendel, Signal Processing
with Higher-Order Spectra, United Signals &
Systems, Inc., 1990.

(11] A. V. Oppenheim and R. W. Schafer, Digital Signal
Processing, Prentice-Hall, N.J., 1975.

(12) L. Fausett, Fundamentals of Neural Networks:
Architectures, Algorithm,
Prentice Hall, 1994,

(13) Young Woon Woo. Imgeun Lee, Jongkeuk Lee,
“Optimal Feature Selection and Performance
Analysis on 2D Object Recognition System,”
Proceedings of MTIA2003, 2003,

Processing,

and Applications,

_54_



