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So far, many researches have been conducted in the area of audio based context recognition. 
Nevertheless, most of them are based on existing feature extraction techniques derived from linear 
signal processing such as Fourier transform, wavelet transform, linear prediction... Meanwhile, 
environmental audio signal may potentially contains non-linear dynamic properties. Therefore, it is a 
big potential to utilize non-linear dynamic signal processing techniques in audio based context 
recognition. 

 

1. Introduction 

Nowadays, together with an increasing number of wearable 
devices an equally increasing number of applications for 
these devices is available. These applications often require 
user's attention by various notifications such as incoming 
telephone calls, short messages, e-mails,...Unfortunately, the 
notifications, which can happen anywhere at anytime in any 
situation, sometimes may cause annoyance to the users. For 
example, there may be a cell phone ring in a meeting or a 
missed call because of the silent mode when walking around 
in a noisy shopping center. Clearly, there is a need to handle 
these events in a smart way depending on particular user's 
context so that a notification will appear as expected. 
Therefore, context awareness is becoming an important 
research area and finding its way to many applications 
especially in human computer interaction (HCI). Context 
awareness is concerned with the acquisition of context by 
sensing hardware, the abstraction and understanding of 
context through inference algorithms. In terms of the data 
acquisition, among a variety of input devices such as global 
positioning system (GPS), motion sensors, environmental 
sensors... audio recording device seems to be a potential 
choice [3] since it is available in most wearable or mobile 
devices for both outdoor or indoor circumstances. 
Furthermore, audio data provides a valuable source of 
context-related information, and sound-based context 
recognition is possible for human to some extent. It is 
therefore, in this paper we investigate in context recognition 

using only ambient sound. In terms of processing techniques, 
most of existing researches used feature extraction 
algorithms originated from speech signal analysis such as 
linear prediction, frequency analysis [3], wavelet transform... 
While these techniques in speech signal processing are base 
on a well studied linear production model of speech, the 
nature of ambient sound is much more complicated and 
potentially contains non-linear dynamic properties. Therefore, 
the linear processing methods may not extract some 
important features of the ambient audio signal. In addition, 
recently, non-linear dynamic signal processing has been 
proved to be a promised method in time series classification. 
Nonetheless, to the best of our knowledge, not many 
researchers focus on audio-based context recognition, 
especially, the use of non-linear dynamic features of the 
ambient sound to classify the user context. Therefore, 
motivated by the remarkable results of the non-linear 
dynamic processing techniques in some similar areas [1], [2], 
we decided to take into account these methods in the audio-
based context recognition problem introduced above. 

 
2. Methodology 

Let us denote 1 2... TX x x x= as an audio input signal of 
length T. In our work, the input signal is first embedded in a 
multidimensional phase space, providing a geometric 
representation or a phase portrait of the signal. The 
embedded signal has the form 1 2... NE e e e= , where each 
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ie is defined as a point in a m-dimensional space as 
followings: 

2 ( 1)[ , , ,..., ]i i i i i me x x x xτ τ τ+ + + −= , i=1,2…T-(m-1)τ , 
where τ  and m are the two parameters which we have to 
estimate from the input signal. Base on chaos theory, τ  can 
be estimated as the first local minimum of auto mutual 
information function of signal X and m can be calculated by 
using minimum embedding dimension (Cao) method [4]. 
From our experiment results, we found that for an audio 
signal, τ  is about 0.008 second, and m is approximately 16. 
Figure 1 and 2 illustrate the two dimensional phase spaces of 
an “building site” sound and a “office” sound, respectively. 
Figure 3 and 4 show the frequency domain representations of 
the two sounds in that order. 

 
Figure 1. 2-dimensional phase portrait  

of a “building site” sound 

 
Figure 2. 2-dimensional phase portrait 

of an “office” sound 
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Figure 3. “building site” sound spectral 
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Figure 4. “office” sound spectral 

 
As can be seen in the above figures, the phase portraits 
expose more distinguishable characteristics than the spectral 
of the two audio signal. It is therefore, we expect that using 
the signal’s reconstructed phase may produce better result in 
a recognition system. In a brief experiment, we use Gaussian 
mixture model with 8 components to learn the distribution of 
the embedded points in the phase space of the input signal. 
Then, given a testing sound, we decided the class label of 
this sound base on the highest likelihood among all trained 
Gaussian models. The experiment showed an accuracy of 
over 90% with a dataset containing 12 audio categories 
(building site, bus, car, car highway, office, train, 
presentation, shopping centre, street traffic, laundrette). 
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