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Otsu’s method for speech endpoint detection
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Abstract — This paper presents an algorithm, which is based on Otsu’s method, for accurate and robust endpoint
detection for speech recognition under noisy environments. The features are extracted in time domain, and then an
optimal threshold is selected by minimizing the discriminant criterion, so as to maximize the separability of the speech
part and environment part. The simulation results show that the method play a good performance in detection accuracy.
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1. Introduction

The detection of the endpoints in a speech utterance for
discriminating speech from background noise is a crucial
tache in speech processing system. Accurate endpoint
locating could ensure good speech recognition accuracy. In
particular, a major source of error in automatic recognition
system of isolated words is the inaccurate detection of
beginning and ending boundaries of test and reference
templates, thus it is essential to locate the regions of a
speech signal that correspond to each word. Furthermore,
an appropriate scheme for locating the beginning and end
of a speech signal can be used to eliminate significant
computation by making it possible to process only the
parts of the input that correspond to speech.

This paper considers the time-domain features by
computing the Lyapunov exponents of the time-domain
speech signal, and then, the Otsu’s method [1] is proposed
to solve the problem of selecting threshold, which is a
optimal value can discriminate the speech from the
background noise. Experiments results indicated that the
speech segments can be very accurately extracted in
utterances consisting of background noise.
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2. Endpoint detection

The conventional endpoint detection methods [1,2] are
mainly based on the simple energy detector, which could
performs adequately for clean speech. For example,
short-time energy and zero-crossing rate representations
can be combined to serve as the basis of a wuseful
algorithm for locating the beginning and ending point if in
the high signal-to-noise environments, but will degrade in
noisy circumstance.

2.1 Feature extraction by Lyapunov exponent

As we know, in mathematics, the Lyapunov exponent of
a dynamic system is a quantity that characterizes the rate
of separation of infinitesimally close trajectories [4].
Quantitatively, two trajectories in phase space with initial

separation 107, diverge
162(t)| = eM62,) @

where A is the Lyapunov exponent, which could tell how
chaotic a system is. The lower, the system is less chaotic.

We adopt the rationale of Lyapunov exponent and make
some conversion to serve for the speech recognition
system. In our experiments, each acoustic signal was
sampled at 8 kHz in 1sec, thus we got 8000 samplings
distributed in time-domain. After observing, it could be
found that the noise segments part during the speech
interval are corresponding to high values of Lyapunov
exponents , while the voiced segments are opposite. In this
way, we can set a threshold to filter the high Lyapunov
exponents in order to discriminate the speech from the
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Hence, this algorithm provides a
convenient way to realize the endpoint detection.

background noise.

22 Formulation of Otsu’s method

Let the Lyapunov exponents of a given speech utterance
be represented in L levels [1,2,...,L]. The number of

exponents at level 7 is denoted by m; and the total

number of exponents by NV=n;+n,+...+n;. In order

to simplify the the
normalized and regarded as a probability distribution:

L
pi:ni/M p; = 0, ZpiZL

i=1

discussion, level histogram is

2)

Now suppose that we divide the exponents into two
classes (j and C) (background noise and speech) by a
threshold at level k; Cf denotes exponents with levels
(1,..,k], and C
[k—l— 1,...,L]. Then the probabilities of class occurrence

and the class mean levels, respectively, are given by
k

denotes exponents with levels

3

These requires second-order cumulative moments.

In order to evaluate the "goodness” of the threshold (at
level k), we shall introduce the following discriminant
criterion measures (or measures of class separability) :
(13)
Then the problem is reduced to an optimization problem

to search for a threshold & that minimizes the function.
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3. Simulations

We use the software "GoldWave” to record English
digitals 0-9 in the lab environments in our experiments,
each acoustic signal was low-pass filtered at 4 kHz and
sampled at 8 kHz, also an 8 bit quantization of the signal
amplitude was used. Each frame length was set to32ms
(256samples), and there was a 16ms (128 samples) overlap
between two adjacent frames. Then a 250-points Hamming
window was applied to each frame to select the data
points to be analyzed. Silent and background noise regions
were removed by endpoint detection algorithm proposed in

this paper.
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is the total mean level of the original speech utterance.
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Let’s take the simulation results of "eight” for example.
Figure. 1(a) shows the results based on short-time energy
and zero-crossing rate methods. We can see that the
bound of the speech part is not accurate because two
isolated energy wave crests. Figure. 1{b) demonstrated the
detection based on our method. The threshold (the red
dashed) of Lyapunov exponent is computed by Otsu’s
method, and the end detection performance is better.

4. Conclusions

An good algorithm for accurate and speech endpoint
detection is proposed in this paper. The features are
extracted by computing the Lyapunov exponents of the
time-domain speech signal, and then the threshold is
chosen by Otsu’s method to get the bound of speech part.
The simulation results show that the performance is better
than the conventional endpoint detection methods based
on the simple energy detector.
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