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ABSTRACT

This paper proposes a reversible information hiding method
for binary images. A half of pixels in noisy blocks on cover
images is candidate for embeddable pixels. Among the can-
didate pixels, we select compressive pixels by bit patterns of
its neighborhood to compress the pixels effectively. Thus,
embeddable pixels in the proposed method are compressive
pixels in noisy blocks. We provide experimental results us-
ing several binary images binarized by the different meth-
ods.
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1. INTRODUCTION

The information hiding methods referred to as reversible,
lossless, distortion free or invertible insert message by mod-
ifying the cover image, but enable the exact restoration of
the original image after extraction the embedded message.
Several reversible information hiding techniques have been
developed [1][2][3][4][5], which uses gray scale images or
full color images as cover media. These methods are not
appropriate for binary images.

In this paper, we propose a reversible information hid-
ing for binary images. A common approach of reversible
information hiding is to select an embedding area in an im-
age, and embed both the message and the original value
in the embedding area into it. We employ the complexity
measure[6] to select noisy block as embedding area, and se-
lect embeddable pixels from the noisy block by bit patterns
of its neighborhood. The whole of embeddable pixels is
compressed and embedded into the cover image to restore
the original cover image. The embedding is performed by
replacing the pixel value of embeddable pixels with the bit
information to be hidden.

2. PROPOSEDMETHOD

The proposed method is a compression based reversible in-
formation hiding. We embed not only the message bit but
also the compressed data of the whole of the original em-
beddable pixels. For the sort of the reversible information
hiding, it is important to select pixel which does not affect

visual perception when the pixel value is flipped, in addi-
tion, these pixels must be compressible effectively because
the space made after the compression is for embedded mes-
sage. We extract noisy block using complexity measure, and
select embeddable pixel from the noisy block by bit patterns
of its neighborhood.

2.1 Complexity measure for binary images

The total length of the black-and-white border equals to the
summation of the number of color-changes along the rows
and columns in the image when we use four connectivity
for both objects and background. For example, a single
black pixel surrounded by white background pixels has a
border length of 4. We assume the image frame is always
squared m × m pixels in size. Let us count the number of
color-changes in the interior area of the image. Therefore,
the minimum border length is 0 (in either black or white
pattern), while the maximum one is 2 × m × (m − 1) (in
checkerboard patterns). Thus, the image complexity mea-
sure is defined by the following ratio.

α =
k

2 × m × (m − 1)
(1)

Where, k is the total length of black-and-white border in the
image. So, the value ranges over

0 ≤ α ≤ 1. (2)

2.2 Embedding

The message to be hidden is embedded into noisy blocks
on cover images. Noisy blocks are extracted by the sim-
ple thresholding of complexity measure with αTH . In other
words, blocks whose complexity is greater than αTH are
used for the embedding.

Only half of the all pixels in noisy blocks is candidate
for the embedding. Fig 1 shows the position of the candidate
pixels with 8 × 8 in size. In Fig 1, doted small squares (or
small white squares) represent the candidate pixels.

We select embeddable pixels from the candidate pixels
by neighborhood bit patterns. Thus, one need to share both
the complexity threshold and the neighborhood bit patterns
to extract embedded information.
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Fig. 1: Position of the candidate pixels for embeddable (8
× 8 noisy block)
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Fig. 2: Complexity changes of noisy blocks with replace-
able pixels flipped

We can automatically select the embeddable pixels af-
ter we determine the two key value:the complexity thresh-
old and the bit patterns of neighborhood. In the proposed
method, however, we determine noisy blocks by simple thresh-
olding of the complexity measure. When we flip the se-
lected pixels as embeddable randomly, which is equals to
that we embed random data into the selected pixels, the
complexity of the noisy block may decrease below the thresh-
old (case B in Fig2). In that case, we can not extract the
noisy block into which we embed data because the com-
plexity of the noisy block is smaller than the complexity
threshold. Therefore, we use the noisy blocks whose com-
plexity is always greater than the threshold when any bit
patterns of the embeddable pixels are embedded (case A in
Fig2).

In order to recover the original cover images, we em-
bed the compressed data of the original pixel value of the
embeddable pixels using the arithmetic coding. The space
made after the compression is for the message. Therefore,
embedding capacity becomes larger when the embeddable
pixels are compressed effectively.

2.3 Extraction and recovering the cover image

At the receiver side, one can extract the bit-stream from
complex blocks whose complexity is greater than the thresh-
old αTH used in the embedding by scanning the image in
the same order in the embedding. Because not only the
complexity threshold but also the bit patterns of neighbor-
hood are shared between the sender and the receiver, the re-
ceiver can extract embedded pixels from noisy blocks. We
can determine which noisy blocks are used for the embed-
ding in the same manner in the embedding. The extracted
bit-stream is separated into the message bits and the com-
pressed bit-stream. The compressed bit-stream is decom-
pressed to reveal the original embeddable pixel. The image
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Fig. 3: Examples of neighborhood bit patterns

is then processed and the original pixel is adjusted. Thus,
the original image can be restored completely.

3. EXPERIMENTAL RESULTS

Two binarization methods were used to make binary images
from gray scale images. One is the Otsu’s method[7] and
another is the matrix dither method. We call the binary im-
age produced by Otsu’s method and a binarized image by
the matrix dither method bi-level image and dither image in
the following.

Three pictures, 816 × 612 in size, taken from a digi-
tal camera, namely flowers, students and characters image,
with full-color mode were converted to gray-scale images
and then two kinds of binary images: bi-level image and
dither image were produced from the gray scale images.

In the blocks we use on binary images, there are 64
neighborhood bit patterns for the candidate of embeddable
pixels including 4 neighborhood, 3 neighborhood and 2 neigh-
borhood. We assign a unique number, which is one of from
0 to 63, to a neighborhood bit pattern. Examples of the
number assignment is illustrated in Fig.3.

Fig. 4 shows the payload representing the actual space
for message to be hidden for the students image with chang-
ing neighborhood bit patterns and complexity threshold. The
selection of neighborhood bit patterns affects the payload
clearly. We also found that the adequate bit patterns of
neighborhood are different by image types. In the dither
image, we embed larger information when we use the pat-
tern number of 4, 8, 28, 43, 50 or 61, on the other hand, that
of the 0, 8, 15, 23, 32, 40 or 47 provide better performance
in the bi-level image. In addition, the result indicates that
the change of the complexity threshold is not affected to the
payload in the dither image.

Fig. 5 shows the compression efficiency of embeddable
pixels defined by

a − b

a
,

where a and b represents the number of pixels of the whole
embeddable pixels and the number of bits of compressed
data of the embeddable pixels. We found that embeddable
pixels in the dither image are more compressible than that
in the bi-level image.

Fig. 6 shows the payload of three cover images. Ade-
quate bit patterns of neighborhood for the three images are
almost same.
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(b) Bi-level image

Fig. 4: Payload with changing neighborhood bit patterns
and complexity threshold (students image)

Lossless image authentication is one of applications of
reversible information hiding. The hash value of the whole
cover image is embedded using reversible information hid-
ing. The verification starts with extracting the embedded
hash value and the compressed embeddable pixels. The
compressed bit-stream is used to obtain the original cover
image. After this step, we can recalculate the hash value of
the reconstructed image and compare with the extract hash
value. We here assume the hash value consists of 128 bits,
we apply the proposed method to the lossless image authen-
tication system. The result of the bi-level image and the
dither image for the students image is shown in Fig.7. We
can not find any image distortion from Fig.7. Only 186 bits
are flipped to embed the 128 bits hash value.

4. CONCLUSION

We proposed a technique for reversible information hiding
using complexity measure of binary images. The proposed
method selects compressive pixels from noisy blocks as em-
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(b) Bi-level image

Fig. 5: Compression efficiency of embeddable pixels with
changing neighborhood bit patterns and complexity thresh-
old (students image)

beddable pixels. To recover the original cover images, we
embed the compressed data of the whole of embeddable
pixels. From the several experiments, we have found that
Adequate bit patterns of neighborhood for the embedding
are different by image types. We have shown that only 186
bits are needed to flip the original pixel value to build the
lossless image authentication system which embeds 128 bits
hash value for the bi-level image of the stdudents image. In
addition, this image degradation is not perceptible.
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