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ABSTRACT

This paper reports a non-photorealistic rendering method
for creating stream pattern from an input image. Our method
extracts potential stream pattern in the given image. The
proposed approach uses a shock filter based on a partial dif-
ference equation(PDE) which is implemented by applying
a selective dilation and erosion processes. However, unlike
the traditional first order solution to the PDE, we employ
a second order scheme and compensate for the undesired
diffusive effects caused by a viscosity form. The selection
of dilation or erosion for a pixel is based on an edge de-
tector computed from a structure tensor. By adding noises
on to the input image, our method also can generate stream
pattern even if there is less texture in some area. The ex-
perimental results show that the stream pattern is extracted
very well.

1. INTRODUCTION

In 1990, Haeberli reported a famous, pioneer work about
non-photorealistic rendering(NPR)[1]. Unlike photorealis-
tic rendering in traditional computer graphics, NPR empha-
sizes artistic effects to express subjective mood. There ex-
ists many NPR techniques to produce these kinds of artistic
effects such as watercolor[2], oil-painting[3], colored pen-
cil drawing[4] etc. There are so many papers related to
NPR techniques to be listed here. Here we recommend
two books[5, 6] for interesting reader about the introduc-
tion to non-photorealistic rendering. A survey paper[7] can
be found as a good tutorial material.

Stream pattern has many applications[8, 9]. Shock fil-
ter is a useful tools to extract stream pattern included in an
image. Originally, shock filter is often used for image edge
enhancement[10, 11, 12]. The filter uses non linear time de-
pendent partial differential equation and its discretization to
compute dilation and erosion of an input image. The dila-
tion or erosion process at a pixel is selected according to its
sign of the Laplacian at this pixel. The shock filter deblurs
image and create shocks at inflection points. However, a
main problem of Osher-Rudin scheme[10] is the sensitivity
to noise. Although an improved approach[12] is proposed,
the algorithm uses complex diffusion process and is a little
slowly.

In this paper we propose a method of generating stream
pattern using shock filter. Dilation and erosion processes are
adapted, which are less blurring at discontinuity of shock.

The dilation and erosion contains a viscosity term which
is responsible for the undesired diffusive effects which are
compensated by a subsequent stabilized inverse diffusion
process[13]. Since we need to add noises to the image and
also avoid these noises to be dilated, the input image is
smoothed by using Gaussian filter to compute the Lapla-
cian. Moreover, to acquire reliable orientation of stream,
a local structure tensor is computed. The eigenvectors de-
scribes the local, perhaps, potential orientation[14, 15]which
is useful for anisotropic filtering. In region with less texture
on an image, since there does not exist edges it is difficult to
extract stream pattern. Even if there has, the edges may be
very weak. To solve this problem, we add Gaussian noises
to the input image that help us generating stream pattern.

2. SHOCK FILTER

Shock filter has been introduced by Osher and Rudin in
1990 for image enhancement[10]. The filter is based on a
partial differential equation. Solving the PDE equals to use
a dilation process near a maximum and an erosion process
around a minimum.

Given an imagef(x, y), a series of filtered imagesf(x, y, t)
may be created by evolutions under the following process

ft = −sign(∆f)‖∇f‖2, (1)

where the initial condition whent = 0, f(x, y, 0) = f(x, y)
begins the evolution process.ft = ∂f(x, y, t)/∂t is the
first derivative to the time of a pixel at(x, y) in image. The
Laplacian is denoted as∆f = fxx + fyy, while sign(∆f)
denotes the sign of∆f . And ∇f = (fx, fy)⊤ means the
spatial gradient off(x, y, t) at pixel (x, y) at the timet,
while ‖ · ‖ denotes the norm of a vector. It is well known
that the Laplacian is negative near a local maximum. In this
case the evolution is a dilation process. While the Laplacian
is positive near a local minimum, the evolution becomes a
erosion process. Hence, the sign of Laplacian determines
whether dilation or erosion process is proceeded at a pixel.

For an imagef(x, y), each pixel belongs to an influence
zone of a minimum or a minimum. The iterations of dilation
and erosion will make maximum zone and minimum zone
meet at the inflection curve and form a shock. The image
will become piece constant on both sides of the shock.

529



(a)

(b)

Fig. 1: Generation of stream pattern: (a) Finger print image;
(b) Generated finger stream pattern by applying dilation and
erosion evolutions.

3. DILATION AND EROSION SCHEME

The evolution of an image is in fact to solve the partial
differential equation of shock filter which is solved mainly
by using prominent numerical method with upwind scheme
proposed by Osher[10] and Rouy-Tourin[16]. However these
are mainly first order numerical schemes, both suffer from
undesirable blurring effect, also called numerical viscos-
ity. This problem is overcome by the flux corrected trans-
port(FCT) technique by Breub-Weikert[13].

We use the FCT scheme to implement the above men-
tioned shock filter, because of its excellent features. For
simplicity, here we briefly introduce the 1-D FCT scheme.
Only 1-D dilation is shown here, the corresponding scheme
for erosion can be established analogously.

We denote a 1-D signal asf(x), which will be evoluted
asf(x, t) at the timet. For the 1-D dilation, the equation 1
can be written as∂tf = ∂xf . To solve this partial equation,
there have two discrete evolution principle of the dilation
process on the discrete level. These says that (1) in regions
of strictly monotone data, the flow is directed from lower
to high value; (2) local minima are increased, while local
maxima are maintained.

Rouy-Tourin upwind scheme[16] uses the first-order dif-
ference to approximate the spatial difference, while the dif-
ference about time is a forward difference. The basic idea
behind the FCT scheme is to rewrite the spatial first-order
difference as the sum of a second-order approximation and

a so called viscosity term. Under the evolution principle,
the rewritten upwind scheme is formulated as follow:
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whereλ = ∆t/∆x. Here we let∆x = 1. The numerical
viscosity term is responsible for the undesirable blurringef-
fects in the results. This viscosity term should be subtracted
to acquire a shock in the signal.

Simply subtracting the viscosity term , for example, delet-
ing the this term from the equation 2 would result in unsta-
ble evolutions. Here the correction formula is used
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where the correction terms are
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The middle arguments of the minmod-function in Eq.4
and 5 correspond to the numerical viscosity terms, while
the left and right arguments are responsible for numerical
stabilization.

An evolution process is consisted by two steps: (i) a
predictor step performed by using equation 2, then (ii) a
correction step performed by using equation 3. Similarly,
the erosion scheme can be established analogously. The de-
tailed description can be found in the reference[13].

We combine the above dilation and erosion procedure
to filter an image to generate stream pattern potentially ex-
isted in the image. The dilation and erosion is applied to a
pixel selectively, that is to say, we first compute the Lapla-
cian at that pixel, if the Laplacian is less than zero, dilation
procedure is used; if the Laplacian is greater than zero, the
erosion procedure is applied. After all pixels are processed,
one step evolution is completed. When several evolutions
are finished, the image will become a piecewise constant
image. Figure 1 shows (a) an original finger print image;
(b) stream pattern generated from (a). From this figure we
can see that the finger print is well detected.

4. LOCAL STREAM ORIENTATION

It is well known that Laplacian is very sensitive to noises in
the image. This will have a heavy influence on the selec-
tion of dilation and erosion process. To solve this problem
and to improve the performance of stream pattern extrac-
tion, one solution is to smooth the image before computing
the Laplacian, that is

v = Kσ ∗ f(x, y, t), (6)

530



(a) (b)

(c) (d)

Fig. 2: Generating stream patterns from a vision of a building: (a) An original vision image of a new building; (b) Generated
stream pattern, note, less pattern is generated in some region with less texture such as the ground at the left-bottom corner;
(c) By adding noise to the region with less texture, this timethe stream patterns are well generated in all regions; (d) stream
patterns with thin lines.

whereKσ is a Gaussian kernel with a standard deviation
σ. Moreover, a second derivativevηη of image in the direc-
tion of gradient∇f is a better version of Laplacian recom-
mended by Osher[10], whereη is parallel to∇f , the gradi-
ent at a pixel in the image.

However, since parallel lines may have opposite gradi-
ent direction, the Gaussian smoothed image does not pro-
vide reliable information to the orientation. To solve this
problem we use a structure tensor[14] to compute local stream
pattern orientation. The tensor product for each pixel is

J(∇f) = ∇f∇fT =
(

f2
x fxfy

fxfy f2
y

)
. (7)

After all tensor products at each pixel are computed,
they are Gaussian smoothed with a standard deviationρ:

Jρ(∇f) = Kρ ∗
(

f2
x fxfy

fxfy f2
y

)
. (8)

The Gaussian smoothed tensor product is a positive semi-
definite matrix. Its two orthogonal eigenvectors describes
the maximum and minimum directions of intensity varia-
tions. The normalized dominant vectorw = (s, t) of Jρ∇f

corresponding to the largest eigenvalue can be computed
easily in an analytical way. Then the second-order deriva-
tive along the dominant eigenvector is calculated asvww =

s2vxx + 2stvxy + t2vyy. This second-order derivative sub-
stitutes the Laplacian in the filtering process. For a color
image, the evolution is processed for each channel inde-
pendently. However whether dilation and erosion are ap-
plied is based on the samevww, which is computed from
a joint structure tensorJp(∇f) = Kρ ∗ Σ3

i=1∇fi∇f⊤
i . In

this case the second-order derivativesvxx, vxy, vyy are com-
puted from the gray scale of the color image.

For an image with abundant texture, the stream pattern
is generated very well as shown in figure 1. In this figure,
although the finger print is faintly with disconnection, the
finger stream pattern is extracted clearly. However, if there
is less texture in the regions with uniform intensity or color,
it is difficult to extract stream pattern in that region.

To generate stream pattern in a uniform region, we added
gaussian noises[17] to the region with less textures in the
image. This is implemented by adding noises with devia-
tion proportional to the norm of gradient at that pixel. Then
using the mentioned dilation and erosion process to shock-
filter the noisy image. Figure 2(a) is an original image which
is a vision of a new building in our university. Figure 2(b)
is a resultant image with extracted stream patterns by ap-
plying the algorithm described in section 3 and 4. However
almost no stream pattern is generated on the ground at the
left-bottom. Figure 2(c) and (d) are other result images in
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Fig. 3: Generating stream patterns from a natural image: (a)An original image with a large sky region with less texture; (b)
While the stream patterns are generated in the region containing trees and flowers, almost no stream patterns are producedin
the sky region; (c) Adding noise to the original image; (d) Stream patterns are well generated even in the sky region.

which the stream pattern is well generated because of added
noises. Figure 3 is an other example. (a) is an original image
with a large sky area containing less texture. When applying
the algorithm of dilation and erosion process to this image,
only in the region containing trees and flowers the stream
patterns are well produced, while in the sky region with less
texture almost no stream patterns are generated as shown in
figure 3(b). After added gaussian noise to the original image
as shown in figure 3(c), and the same algorithm is applied,
this time the stream patterns are well created shown in figure
3(d).

5. EXPERIMENTAL RESULTS

To verify our analysis and the algorithm, we carried out ex-
periments on several images. Fig.1(a) is a fingerprint image
and (a) is a filtered result. By observing the two images, one
can know that the finger pattern are well recovered. Even
the weak patterns are also reconstructed and the discontinu-
ity is disappeared and become continuous due to the tensor
space analysis of local stream orientation. Figure 4 shows
the comparison of results with or without considering vis-
cosity during shock-filtering. The red curve shows a part
of data taken out from the finger image. The blue curve is

Fig. 4: Comparison of the results with or without consider-
ing viscosity

the shock-filtered result without considering viscosity term,
while the green one is the shock-filtered result by consider-
ing viscosity. It is known from the comparison the red curve
is sharper the blue curve.

Figure 2(a) is an original image of new building in our
campus. By applying the above-mentioned algorithm to (a),
we obtained wide stream patterns shown in (b) with a large
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σ in Equation 6. However, the ground and up-right build-
ing are less textured, almost no stream patterns are gen-
erated. To create stream pattern even no texture existed,
we add Gaussian noised to the image, and then applied the
algorithm the noise added image. The result is shown in
Fig.2(c). (d) is a result by adding Gaussian noise to the im-
age and applying the algorithm with smallσ in Equation 6
therefore thin patterns are generated. Figure 3(a) is an im-
age of Sakura with blue sky. (b) is a resulted image with
generated patterns. Again since almost no textures existed
in the blue sky, no pattern is created. We added Gaussian
noise to the image shown in (c), this time the patterns are
well generated (d). We also show another interesting result
in figure 5. (a) is an original image of an oil-paintthe walk
lady with a parasol by Claude Monet in 1875. We filtered
this image by using anisotropic bilateral filter [19], the re-
sult is shown in 5(b). (c) is shock filtered result by using
the method described in section (3) and (4). (d) is a result
by applying anisotropic bilateral filter to the shock filtered
result (c).

6. CONCLUSION AND FUTURE WORK

We have presented a technique to create stream patterns
from an image. When applying to an image, the algorithm is
stable and converges to a stable state. Even without texture
in some region, the stream patterns are also be generated
by adding Gaussian noise to the image. We also experi-
mented on combining the shock filter and other filters such
as anisotropic bilateral filter. We are now considering the
combination of shock filter with blur filter and hope to ob-
tained interesting results.

7. REFERENCES

[1] P. E. Haeberli, “Paint By Numbers: Abstract Im-
age Representations”, ACM Computer Graphics, SIG-
GRAPH 1990 Proceedings, Vol. 24, pp.207-214,
(1990)

[2] C. J. Curtis, S. E. Anderson, J. E. Seims, K. W. Fleis-
cher, and D. H. Salesin, “Computer-Generated Water-
color” ACM Computer Graphics, SIGGRAPH 1997
Proceedings, 31(4): 421-430, (1997)

[3] A. Hertzmann, “Painterly Rendering with Curved
Brush Strokes of Multiple Sizes”, ACM Computer
Graphics, SIGGRAPH 1998 Proceedings, pp.453-
460, (1998)

[4] S. Takagi, M. Nakajima, and I. Fujishiro, “Volumet-
ric modeling of colored pencil drawing”, In Pacific
Graphics 1999 Proceedings, pp.250-258(1999).

[5] B. Gooch, and A. Gooch, “Non-Photorealistic Ren-
dering”, University of Utah, Published by A K Peters,
Natick, Massachusetts (2000)

[6] T. Strothotte, and S. Schlechtweg, “Non-Photorealistic
Computer Graphics - Modeling, Rendering, and Ani-
mation”, Published by Morgan Kaufmann. (2002)

[7] A. Hertzmann, “A Survey of Stroke-Based Render-
ing”, IEEE Computer Graphics & Applications, Spe-
cial Issue on Non-Photorealistic Rendering, Vol. 23,
No.4, pp.70-81, (2003)

[8] B. Cabral, and L. Leedom, “Imaging vector fields
using line integral convolution”, ACM Computer
Graphics, SIGGRAPH 1993 Proceedings, pp.263-
272, (1993)

[9] D. Stalling, and H. Hege, “Fast and resolution inde-
pendent line integral convolution”, Proceedings of the
22nd annual conference on Computer graphics and in-
teractive techniques, pp.249-256, (1995)

[10] S. Osher, and L. I. Rudin, “Feature-Oriented Image
Enhancement Using Shock filters”, SIAM J. Numer.
Anal., Vol. 27, N0. 4, pp.919-940, (1990)

[11] L. Remaki, and M.Cheriet, “Numerical Schemes of
Shock filter Models for Image Enhancement and
Restoration”, J. of Mathematical Imaging and Vision,
Vol. 18, pp.129-143, (2003)

[12] G. Gilboa, N. Sochen, and Y. Y. Zeevi, “Image En-
hancement and Denoising by Complex Diffusion Pro-
cess”, IEEE Trans. on Pattern Analysis and Machine
Intelligence, Vol. 26, No. 8, pp.1020-1036, (2004).

[13] M. Breub, and J. Weickert, “A Shock-Capturing Al-
gorithm for the Differential Equation of Dilation and
Erosion”, J. Mathematical Imaging and Vision, Vol.
25, pp.187-201, (2003)

[14] J. Weickert, “Coherence-Enhancing Diffusion of
Color Images”, In Proc. VII National Symposium on
Pattern Rec. and Image Analysis, Barcelona, Vol. 1,
pp. 239-244, (1997)

[15] J. Weickert, “Coherence-enhancing shock filters”,
DAGM, pp. 1-8, (2003)

[16] R. W. Brockett, and P. Maragos, “Evolution equations
for continueous-scale morphology”, IEEE Transac-
tions on Signal Processing, Vol. 42, No. 12, pp.3377-
3386, (1994)

[17] W. H. Press, B. P. Flannery, S. A. Teukolsky and W.
T. Vetterling, “Numerical Recipes in C”, Cambridge
University Press, Chapter 7, pp.274-290, (1993)

[18] D. Hearn, and M. P. Baker, “Computer Graphics C
Version”, Prentice-Hall International, Inc, Chapter 14,
pp.494-562, (1997)

[19] K. Inoue, and K. Urahama, “Anisotropic Bilateral Fil-
ter for Edge-Preserving Striple Enhancement”, ITE,
Vol.58, No.1, pp.115-120, (2004)

533



(a) (b)

(c) (d)

Fig. 5: Generating stream patterns: (a) An image ofthe walk lady with a parasol (1875) by Claude Monet; (b) A filtered
image by using anisotropic bilateral filter; (c) Shock filtered image; (d) A resulted by applying anisotropic bilateral filter to
the shock-filtered result (c).
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