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Abstract

When video packets are transmitted over error-prone
networks, the leaky prediction can be used to mitigate
the effect of error propagation. The leaky factor provides
trade-off between coding efficiency and error resilience in
the leaky prediction. In this paper, we propose an im-
proved leaky prediction method where the leaky factor is
adaptively determined for each frame by minimizing the
estimated end-to-end distortion at the encoder. Experi-
mental results show that the proposed method with the
adaptive leaky factor shows the better performance of
the error robustness as compared with the conventional
method.
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1. Introduction

Standard video coding such as H.264/AVC [1] and
MPEG-4 [2] achieves good coding gain through vari-
ous techniques which reduce temporal and spatial re-
dundancy in video sequences. However, when video sig-
nals are transmitted over unreliable channels like UMTS
and WiMAX, the bitstream is vulnerable to channel er-
rors because of the reduced redundancy. Even a single
bit error can severely degrade the quality of the video
frame. Moreover, the error can be propagated to succes-
sive frames.

Therefore, various error resilience (ER) techniques
have been introduced to minimize the visual degradation
caused by the transmission error [3]. Error concealment
(EC) [4] [5] is an efficient method which attempts to re-
cover the damaged data based on temporal and spatial
correlation at the decoder side. However, in the case
of the burst channel error, the EC technique cannot be
utilized due to the lack of available information for re-
trieving erroneous data.

Error-resilient coding (ERC) is a different approach to
alleviate the effect of the transmission error. Various re-
dundant data are inserted at the bitstream level [2] or the
source level [6] to make the encoded video data more re-
silient to potential errors. Other methods [7] [8] employ
two or more channels with equal or unequal reliability
for robust video transmission over error-prone networks.
Although, ERC can successfully suppress the deteriora-
tion caused by the channel error, it suffers from loss of

the coding efficiency and high implementation cost which
make ERC unsuitable for many practical applications.

The leaky prediction is an alternative method which
prevents the errors from being temporally propagated at
the expense of the efficiency of the motion-compensated
prediction [9]. In the leaky prediction, the leaky fac-
tor provides trade-off between coding efficiency and er-
ror resilience. Therefore, it is important to determine an
appropriate leaky factor according to the channel condi-
tion.

Many studies have been performed to find the opti-
mum leaky factor in the layered video coding [10]. How-
ever, most existing schemes use a constant value for the
leaky factor in the single-layer video coding. In this pa-
per, we propose an improved leaky prediction method
which adaptively adjusts the leaky factor at a frame-level
in the single-layer video coding. The proposed method
utilizes the end-to-end distortion (EED) model [11], [12].
In general, EED consists of the quantization distortion
induced in source encoding, and the error concealment
and propagation distortions caused by channel errors.
In the proposed method, the best leaky factor for each
frame is determined by minimizing the estimated EED at
the encoder. In addition, a finite set of candidate leaky
factors is used to reduce computational complexity of the
calculation of EED.

This paper is organized as follows. In Section 2, we
describe the proposed algorithm in detail. Experimental
results are given and discussed in Section 3. Finally,
Section 4 concludes this paper.

2. Proposed Method

First, we briefly review the EED model and the leaky
prediction. Then, the proposed method with the adap-
tive leaky factor is described in detail.

2.1 End-to-End Distortion Model

In [11], several EED models are introduced for various
encoding conditions. For ease of explanation without loss
of generality, we assume that the encoder utilizes sub-
pel motion vectors, constrained-intra prediction, and no
deblocking filter.

In general, the total distortion Dn for nth frame fn

can be decomposed into the encoder-induced error De
n

and channel-induced error Dc
n as follows, Dn = De

n+Dc
n.

Since De
n is caused by quantization, it can be easily cal-

culated at the encoder. Let P and βn denote the channel
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error rate and intra macroblock (MB) rate, respectively.
The average channel distortion of fn is formulated as

Dc
n = (1− P )((1− βn)DP

n + βnDI
n) + P ·DL

n , (1)

where DI
n, DP

n , and DL
n represent the error-propagated

distortions in the correctly received intra MBs and in-
ter MBs, and the error concealment (EC) distortion
of the corrupted fn, respectively. The assumption of
constrained-intra prediction produces DI

n = 0 and DP
n

given by

DP
n = E{(fe

p − fd
p )2} = aDc

n−1, (2)

where a is the model parameter, fe
p and fd

p are the
motion-compensated frames at the encoder and decoder,
respectively. DL

n in (1) is given by

DL
n = DEC

n + hDc
n−1. (3)

where DEC
n represents the distortion caused by a specific

EC method and h is the model parameter. Substituting
(2) and (3) into (1), gives

Dc
n = (a(1− βn)(1− P ) + hP )Dc

n−1 + P ·DEC
n . (4)

2.2 Leaky Prediction Method

In the leaky prediction [9], a new reference frame f̂p is
obtained by modifying the original motion compensated
frame fp as follows:

f̂p = αfp + (1− α)C, (5)

where α and C denote the leaky factor and a constant
value, respectively. The leaky factor α (0≤ α ≤1) con-
trols trade-off between the coding efficiency and the er-
ror resilience. As α approaches to 0, channel distortions
rapidaly decrease but more bits are needed to encode the
current frame [9]. Note that the constant term C in (5)
should be equal to E[fp] for preserving the energy of the
reference frame.

2.3 Adaptive Leaky Factor Determination

By adaptively selecting the leaky factor α in (5), we
can improve the performance of the leaky prediction
method. In the proposed method, the EED model is
utilized to determine the optimal leaky factor. The error-
propagated distortion in inter MBs, DP

n in (1) is modified
by substituting (5) into (2).

Dp
n = E{[αfe

p + (1− α)C − αfd
p − (1− α)C]2}

= α2E{(fe
p − fd

p )2} = α2aDc
n−1. (6)

Accordingly, Dc
n is derived as

Dc
n = (α2a(1− βn)(1− P ) + hP )Dc

n−1 + P ·DEC
n . (7)

In our simulation, we use the parameter values in [11] for
a and h. From (7), we can confirm that Dc

n is reduced
as α decreases.

Unlike the conventional method employing a constant
α, the proposed method adaptively determines α for each
frame. In the proposed method, a set of candidate values
between 0 and 1 is selcted for α. For each candidate αk

in the set S, the number of coded bits Rαk
n and total

distortion Dαk
n of fn are calculated. Then, we evaluate

the rate-distortion slope as follows

−Dαk
n −D1

n

Rαk
n −R1

n

≥ T, (8)

where R1
n and D1

n are the number of coded bits and total
distortion, respectively, when α = 1. T is a threshold
controlling the bitrates and error resilience. Among the
candidates which satisfy the inequality, the smallest one
is chosen as the best α. If no candidate satisfies the
inequality, α is set to 1. In the proposed method, α can
be adjusted frame by frame.

Using the weighted prediction tool in H.264/AVC [13],
α and C can be incorporated into the coded bitstream.
Therefore, the proposed method is standard compatible
when α and C are stored as a weighting factor and an
offset, respectively.

3. Simulation Results

To evaluate the proposed algorithm, we use JM12.2
reference software [14] and two test sequences, ‘Foreman’
and ‘Football’ with QCIF(176 × 144) resolution and
15Hz frame-rate. Each sequence consists of 60 frames
with YUV 4:2:0 format. Only the first frame is an I-
frame and remaining frames are P-frames, i.e., a GOP
structure is IPPP. In our experiment, QP is set to 36 and
frame copy supported by JM12.2 is selected for an EC
method. We generate 100 error patterns with random
frame loss of 5% and 10% which are known as the rep-
resentative error rates of the wireless environment [11],
[12]. The candidate sets for the leaky factor are set to
{121/128, 122/128, ..., 127/128} and {25/32, 26/32, ...,
31/32} for ‘Foreman’ and ‘Football’ sequences, respec-
tively.

Figs. 1 and 2 show the comparison of the PSNR per-
formance for various bitrates and channel error rates.
Average PSNR value is calculated over all of the error
patterns and sequences. In the conventional method, the
same leaky factor is applied to all frames. To obtain var-
ious output bitrates, the conventional method changes
the leaky factor from the largest to the smallest candi-
date in S one by one. In the proposed method, different
thresholds are utilized to control the output bitrates and
the adaptive α for each frame is determined using (8)
with the predefined T . Figs. 1 and 2 show that the pro-
posed method outperforms conventional method in the
rate-distortion sense.

The proposed method exhibits not only higher PSNR
performance but also better subjective visual quality
than the conventional methods. Fig. 3 illustrates the
comparison result of the subjective visual quality of the
conventional and proposed methods on the Foreman se-
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Figure 1. Comparison of the PSNR performance for various bitrates and channel error rates on Foreman. (a) Error
rate = 5%. (b) Error rate = 10%.

135 140 145 150 155 160 165
27.0

27.5

28.0

28.5

29.0

29.5

P
S

N
R

(d
B

)

Bitrates(kbits/s)

 Proposed Method
 Conventional Method

135 140 145 150 155 160 165
24.5

25.0

25.5

26.0

26.5

27.0

27.5

28.0
P

S
N

R
(d

B
)

Bitrates(kbits/s)

 Proposed Method
 Conventional Method

(a) (b)

Figure 2. Comparison of the PSNR performance for various bitrates and channel error rates on Football. (a) Error
rate = 5%. (b) Error rate = 10%.

quence. Since the transmission error cannot be perfectly
concealed by the frame copy method, the frame follow-
ing the corrupted and recovered frame is degraded by the
error-propagation. In the conventional method, the an-
noying artifacts can be seen around boundaries of a face,
a nose, and eyes of a foreman as shown in Fig. 3(b).
However, the proposed method significantly reduces the
deterioration caused by the error-propagation as shown
in Fig. 3(c).

4. Conclusion

In this paper, we have proposed an adaptive leaky
factor determination method which improves the perfor-
mance of the leaky prediction. The EED model is uti-
lized to adaptively determine the leaky factor for each
frame. Simulation results have shown that the pro-
posed method outperforms the conventional method in

the rate-distortion sense.
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