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Abstract

   We propose a adaptive combination of affine 

projection algorithm (APA) filters with different 

update interval.  Two APA filters with different 

update interval are adapted independently in order to 

keep the advantages of both component filters. This 

novel scheme provides improvement of performance 

in term of the convergence rate and the 

steady-state error. Experimental results show good 

properties of the proposed algorithm.

I. Introduction

  The affine projection algorithm (APA) is a useful 

adaptive filter whose main purpose is to speed up 

the convergence of the LMS-type filters [1]. In the 

APA, the update  interval influences both the 

convergence rate and the steady-state error. To 

solve the conflicting  trade-off between the fast 

convergence rate and the low steady-state error, we 

incorporate convex combination of two individual

filters as shown in Fig.1 [2]. The combination is

executed in a manner that the overall filter keep the 

advantage of both component filters. 

  In this paper, we present an improved APA with

an adaptive combination of one fast (i.e., with a 

　small update interval) and one slow (with a large

update interval) AP filter. It is effective for 

combining fast convergence and low steady-state 

error.

Fig.1. Adaptive Combination of two adaptive         

        filters

II. Proposed Algorithm

   Let    be an estimate for    at time , and we 

obtain the APA update equation such that    

        

  


 
        

where            and   is step-size [1].
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⋮

     

   Various properties of the APA have been 

exploited. We also have found that the effect of 

update interval on the convergence performance. The 

smaller the update interval is, the faster the 

convergence rate is, while resulting in the high 

steady-state error. On the other hand, a large 

update interval yields a lower steady-state error, but 

leads to the slow convergence rate.

  Based on the above property of the APA, we can 

achieve our goal by using an adaptive convex 

combination of two APA filters: the first being a 

fast filter and the second a slow filter. 

 The output of the overall filter written as     

                     

where           with     being the 

adaptive filter coefficient vectors of the k-th filter 

and    is input vector, and    ∊     is a 

mixing parameter. The mixing parameter     is 

adapted using stochastic gradient scheme so that 

       is minimized, where

         . The update equation for the  

mixing parameter written as 

   

                  

⋅           

  By choosing appropriate mixing parameter    

at each time, the combination scheme would result 

in the respective merits of both APA filters. As the 

result, overall filter is obtained by

  

   




     

  


 
       

    

                                               

                 

where             

III. Experimental Results

  We illustrate the performance of the proposed 

algorithm by carrying out the computer simulations 

in a system identification scenario. The unknown 

system has 32 taps and is randomly generated. The 

adaptive filter and unknown system are assumed to 

have the same number of taps. The input signal is 

obtained by filtering a white, zero-mean, gaussian 

random sequence through a first-order system 

       . The SNR is calculated by 

SNR=  
     ,      


. The 

measurement noise     is added to     such that 

SNR=30 dB. The mean square deviation (MSD), 

║ ║


,is taken and averaged over 100 

independent trails. The order of APA is set to 

  . The step-size is     and    ,

  . 

Fig.2. MSD curves for the APA with fixed  update  

   interval and the proposed APA

       

             IV. Conclusion

  The proposed scheme is able to retain the best 

properties of each component filter, that is, fast 

convergence and small steady-state error. 
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