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Abstract

In electrical industry, classification methodology has been an important issue for analyzing power 
consumption patterns. It has many applications including decisions on energy purchasing, load switching as well 
as helping in infrastructure development. Our aim in this work is to classify the electrical section and find 
potentially non-safe electrical sections. For this purpose, we use Emerging Patterns based classification. The
classification method uses the aggregate score of emerging patterns to build classifier. The proposed methodology 
was applied to a set of electrical section data of the Korea power. The test data and relational electricity 
information and knowledge are supported by Korea Electric Power Research Institute (KEPRI).

1. Introduction 

Classification methodology has been an important issue in 
the power industry, recently. Classification helps an electric 
utility making important decisions such as decisions on 
energy purchasing, load switching, and also helps to develop 
the infrastructure. It is extremely important for electric 
energy generation and transmission, distribution and 
electrical markets. In power system, data mining [1, 2, 3] is 
the most commonly used method to determinate load profiles 
and extract regularities in load data and thus has been the 
target of some investigations for its used in classification. 
Classification using data mining is usually made by building 
models on relative information. 

In our work, we deal with the load features of electricity 
sections. The experts defined the sections into two parts: (I) 
non-safe (weak) sections and (II) safety (strong/Firm) 
sections. Figure 1 shows a power distribution system, the 
small boxes represents electricity switches or routers, the 
section as illustrated in Figure 1 is the area between two 
switches (routers). Unlike safety sections, non-safe electrical 
sections are usually the causes of serious problems such as 
electricity cuts, fires or damages of the infrastructure.  

In this study, we use the idea of CAEP [4] to perform the 
classification. For classification, single Emerging Pattern can 
only predict the class membership for a small number of 
instances and not on all instances. For better overall accuracy, 
CAEP uses aggregate score for the distinction power and the 
indication of class membership for classifier. in order to keep 

the electricity safe, we apply the aggregate score on the data 
set to build classifier and try to find potentially non-safe 
electrical sections to help the planning and organization of 
electric utilities. 

(Figure 1) Outline map of Korean Power Distribution 
System 

2. Classification of Non-safe Electrical Sections 

In this section, we will give a description of Emerging 
Patterns and the CAEP algorithm. CAEP classifies the 
instances by deals with the aggregate scores of Emerging 
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Patterns.

2.1  Emerging Patterns 

Emerging Patterns are those whose frequencies change 
significantly from one dataset to another. Each Emerging 
Pattern has big difference between its supports in the 
opposing classes and represents strong contrast knowledge. 
So, it can sharply differentiate the class relationship of input 
instances containing the Emerging Patterns. Emerging 
Patterns have been shown to be successful for constructing 
accurate classifiers. The task of mining Emerging Patterns is 
computationally expensive for large, dense and high-
dimensional datasets. Emerging Patterns are defined as 
following: 

Definition 1: Given two different class of dataset 1D
and 2D , the Growth-Rate of an itemset X from 1D  to 2D
is defined as 
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Emerging Patterns are those itemsets with large Growth-Rate 
from 1D to 2D .

Definition 2: Given a Growth-Rate threshold 1 , and 
itemset X is said to be a Emerging Pattern from a background 
dataset 1D  to a target dataset 2D  if Growth-Rate .

An Emerging Pattern with high support in its home class 
and low support in the opposing class can be seen as a strong 
signal indicating the class of a test instance containing it. The 
score of such a signal is expressed by its supports in both 
classes and its Growth-Rate (GR). 

2.2 Classification methods based on Emerging Patterns 

Algorithms for mining Emerging Patterns have been 
widely studied. The mostly used approaches are Border-
based approach [5] and Constraint-based approach [6]. CAEP, 
JEPC [7] and DeEPs [8] are classifiers using Emerging 
Patterns.

In this study, we use the idea of CAEP to perform the 
classification. For classification, single Emerging Pattern can 
only predict the class membership for a small number of 
instances and not on all instances. For better overall accuracy, 
CAEP uses aggregate score for the distinction power and the 
indication of class membership for classifier. In our work, we 
apply the aggregate score on the data set and the aggregate 
Score is defined as below. 

Given an instance T and a set )( iCE  of Emerging 
Patterns of data class iC , discovered from the training data, 

the aggregate score of T  for the class iC  is: 
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3. Experiments and results 

Our test data that we considered in this paper was 
collected by KEPRI (Korea Electric Power Research 
Institute), the data set features are as follow: Several 
electrical section codes and the features derived from each 
section data. The derived features are: maximum value, 
minimum value and average value. Since the extracted 
features and some electrical section codes contain continuous 
variables, Entropy-based discretization [9] has been used to 
cut up the features into several intervals, so that transferred 
features could be used for classification.  

Let an object set S be composed of K classes 
( kddd ,...,, 21 ), having probabilities kppp ,...,, 21

respectively, then the entropy of S is defined as 
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Let an attribute A divide S into n disjoint subsets 

nSSS ,...,, 21  then the entropy E (A, S) of S partitioned by A 
is defined as 
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where |X| denotes the cardinality of the set X.
Information Gain (IG), Gain Ratio (GR) and Normalized 

Gain (NG) are three frequently used entropy-based criteria 
for evaluating the importance of an attribute on classification. 
In our work, the Gain Ratio has been used as evaluation 
criterion.  
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Figure 2 shows the data set features and its corresponding 
types before the preprocessing process and after it. The upper 
part of the figure show the dataset features with its 
corresponding data types before the preprocessing step and 
the lower part shows the preprocessed dataset.   
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Data Preprocessing
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(Figure 2) Data Preprocessing 

The accuracy of the classifier was compared with several 
classifiers in order to know how well the classifier can 
classify the data. Our experiments shows good results for our 
classifier, comparing to other classifiers, SVM (Support 
Vector Machine), CPAR (Classification based on Predictive 
Association Rules) [10], CMAR (Classification Based on 
Multiple Association Rules) [11] and Naïve Bayes classifier.  
Figure 3 shows the result of the experiment. 

(Figure 3) Comparison of the Classifiers’ accuracy 

4. Conclusions  

Classification methodology has been an important issue in 
the power industry, recently. Classification helps an electric 
utility making important decisions such as decisions on 
energy purchasing, load switching, and also helps to develop 
the infrastructure.  

In this paper, the proposed main mining task is 
classification of electrical sections using emerging patterns. 
We tried to classify potentially non-safe in order to make the 
use of electricity more safe and secure. Our classification 
method shows good result comparing its accuracy with other 
classification algorithms: CPAR, CMAR, Naïve Bayes and 
SVM.
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