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Abstract 

Nowadays the existing data processing systems can only support some simple query for sensor network. It is 
increasingly important to process the vast data streams in sensor network, and achieve effective acknowledges for 
users. In this paper, we propose a holistic distributed k-means algorithm for sensor network. In order to verify the 
effectiveness of this method, we compare it with central k-means algorithm to process the data streams in sensor 
network. From the evaluation experiments, we can verify that the proposed algorithm is highly capable of 
processing vast data stream with less computation time. This algorithm prefers to cluster the data streams at the 
distributed nodes, and therefore it largely reduces redundant data communications compared to the central 
processing algorithm.  
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1. Introduction  

Sensor networks can be deployed for many applications 
from environment monitoring to military surveillance, and 
sensor networks are consisted of many nodes with sensing, 
computing, and wireless communication capabilities. With 
the recent advance in hardware development, deployment of 
wireless sensor networks could be largely stimulated. Sensor 
nodes promise to collect a necessary amount of data that we 
are interested in around our environment, and sensor nodes 
also process the data and send them to terminal users. 
However, sensor nodes have limited resources [1]. First, 
sensor nodes usually have limited communication bandwidth 
resulting in limited quality of service and frequent drops of 
data packets. Second, sensor nodes use battery for power 
supply, and power efficiency is required. Third, sensor nodes 
have limited computing capability and memory sizes, which 
restrict the ability of outputting intermediate results to be 
processed and stored on the sensor nodes. Therefore, it is 
critical to use these limited resources effectively and satisfy 
the users’ special requests. Some universities have 
successfully developed sensor network query processing 
systems for data processing, and the best known ones are 
Cougar [6] and TinyDB [7]. 

Many researchers have done a series of contributions for 
sensor network, including data computing, data stream 
aggregating in sensor networks, and querying from users.  

Among these contributions, some new methods have been 
proposed [1],[2],[3],[4],[5]. In order to evaluate self-join 
efficiently, in-network execution [2] of monitoring queries 
has been proposed. These efforts enable wireless sensor 
networks (WSN) to be easily deployed and used. For the 
distributed sensor network, however, clustering distributed 
data streams is a better approach. 

Clustering technology is a well-known and widely used 
data analysis method in data mining. In fact, we can consider 
the sensor network system as a distributed system, and in this 
distributed environment it is difficult and ineffective to 
cluster all the data streams at a centralized node. Most of the 
exiting clustering algorithms need to collect all the data 
streams at a central node. This is not desirable for the sensor 
networks and not scalable either. Sensor networks 
communicate in a peer to peer style, which allows only local 
communication among neighboring sensor nodes. It needs 
the data processing algorithm to work in such environment, 
and there are not too many algorithms are proposed in the 
literature fit for this distributed environment. Therefore, it is 
necessary to design distributed algorithm tailored for sensor 
network. 

Section 2 describes some related work for clustering data 
streams in sensor network. Section 3 provides the clustering 
theory and the proposed holistic distributed k-means 
algorithm. Section 4 does some test experiments for 
evaluation of the algorithm. Finally, section 5 concludes the 
future work of this article. 
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2. The related work 

In sensor network, the data stream processing algorithms 
mostly focus on centralized and distributed styles. The 
distributed methods process the data locally at independent 
sensor nodes. The centralized methods need to collect all the 
data streams to a central node, and then continue to analyze 
the related information for the data sets at the central node. 

2.1 Analysis of distributed methods 

 In this section, in general, we present a short view of the 
distributed methods for clustering data streams. The 
distributed clustering algorithm is classified into two 
categories. The first category needs to perform multiple 
rounds of information transfer. Therefore, it requires high 
synchronization with the system. The second category uses 
local clusters to transmit information to the central node, and 
the central node combines all the clusters from the 
distributed nodes. This category requires low synchronization 
for the whole system, especially suitable for the sensor 
network. In sensor network, with the topology changing fast, 
it is difficult to keep synchronization for the system. Theses 
distributed algorithms only require a simple round of 
information passage. It also has the advantage of saving 
power for the system. 

A data clustering algorithm on distributed memory 
multiprocessors is implemented in Ref. [8]. The algorithm 
uses inherent data parallelism in the k-means algorithm. For 
the input dataset, the algorithm divides it into n blocks and 
each node computes and updates current k centroid based on 
the local data. All the nodes broadcast the centroid. After a 
node has gotten all the centroid from others, it can form 
global centroid using an average value. Some other 
distributed clustering algorithms are in related literature. [9],
[10],[11] 

2.2 Analysis of centralized methods 

Most of the distributed clustering algorithms are working 
in asynchronous manner through generating the clusters 
locally and then combine the distributed clusters at the 
central node. These methods require low level 
synchronization of the system. But when the local patterns 
are much smaller than the local data, the information passage 
will become very complex. Therefore, there is a trade-off 
between local processing and communication cost. 

The conventional central methods collect all of the data 
streams together to a central node or a sink node. After the 
sink node gets all of the data streams from the sensor nodes, 
the algorithm processes the data streams. This kind of 
algorithms have much higher communication cost than the 
distributed algorithms, and consumes more power too. 
Therefore, it is not a good choice for the resource limited 
sensor network. 

3. The conventional k-means algorithm and the holistic 

distributed k-means algorithms 

In this section we will give a brief description of k-means 

algorithm and the proposed holistic distributed k-means 
algorithm. In sensor network, the nodes communicate with 
other nodes using ad-hoc style, and every node only 
communicates with the nodes in its communication range. 
The power consumption for the ad-hoc style communication 
is much higher than local computation. Therefore, when we 
develop a data processing algorithm for sensor network, we 
need to reduce data transmission to the minimum. 

Figure 1 conventional sensor network topology 

In sensor network, we assume the network topology as the 
conventional network topology as Figure 1. The network 
architecture has one sink node, which is used for gathering 
data from sensor network; and n sensor nodes, which are 
used for data stream detecting. The sink node has higher 
capability and can communicate with users through wire or 
wireless network. We note that data stream from the sensor 
node as 1 2{ , ,... }nX X X X , X stands for the entire data 
streams sample from the environment. 
Here, 1 2{ , ,... }i mX x x x , (i=1,2…n) is the sub-data stream 
from the sensor node i, and at this sensor node it gets m data 
points from the environment. Our target processing algorithm 
is clustering the sub-data stream iX  into k clusters, and 
then combines the k clusters from the distributed n nodes into 
one whole k cluster at the sink node. 

3.1 Conventional k-means clustering algorithms 

The conventional k-means algorithm is described as 
follows. For the dataset 1 2{ , ,..., }nX x x x , it divides the 
dataset into k clusters. It places all similar data in one cluster, 
and data among different clusters have very low similarity. In 
this way, it divides the whole dataset into k different clusters. 
The similarity defines as the average value of the whole data 
in a cluster. 
Conventional k-means algorithm: 
Input: the clusters value k and dataset X; 
Output: k clusters, minimum square-error value  
Steps: 
(1) Random select k data points as initial cluster centers 
(2) Allocate data points to the closest centroid, and get the k 
different clusters 
(3) Update the average value of every cluster 
(4) Compute the formula function F 
(5) Until F does not change significantly 

Here 
2

1 i

k

i
i x c

F x x

  In this equation, iC means the i cluster, x  means the 

data point in sensor network, ix  means the average value 
of the cluster. 
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The conventional k-means algorithm tries to find the k 
clusters, which makes the formula function F the minimum 
value. If the dataset is dense and the difference between 
different clusters is large, the algorithm can get nice results. 
The algorithm is high-efficiency for the computation 
complexity is ( )O nkt . Usually, k<<n, t<<n, the algorithm 
stops when it gets the local optimization. The conventional k-
means algorithm has been widely used in different areas and 
is effective. 

3.2 Central k-means algorithm 

The central k-means algorithm processes the data streams 
after the sink node collects all of the data streams from 
distributed sensor nodes. When the sink node gets all the data 
streams, it uses the k-means algorithm to process the data 
streams. 
Central k-means algorithm steps are as follows: 
(1) The sink node sends messages to all the distributed 

sensor nodes for data collecting 
(2) The distributed sensor nodes send the sampling data 

streams to the sink node, and the sink node acknowledges the 
data receiving. 
(3) The sink node processes the data streams using k-means 

algorithm and outputs the final result. 
 After the sink node collects all of the data streams from 

the other nodes, the algorithm processes them, and outputs 
the clusters for future querying. 

3.3 Holistic distributed k-means algorithm 

                                                                                                              

For this algorithm, the sink node selects k data points from 
the network randomly as the initial centroid, and sends the 
initial centroid to every sensor nodes. At the local sensor 
nodes, every node divides the data points into k local clusters. 
The local sensor nodes then send their respective k clusters 
back to the parent node. When the sink node gets all of the 
sub-nodes information and combines all of them together to 
form k new clusters, the sink node re-computes the average 
value of every cluster. The sink node estimates whether it 
satisfies stopping criteria. If it does not satisfy the stopping 
criteria, the new computed k centroid will send to the sensor 
network, and start the next iteration. 

Description of the algorithm steps: 
(1) The sink node selects k data points from the sensor 

network randomly as the initial centroid, and sends to every 
sensor node in the network to initiate the square-error sum F 

(2) Every senor node uses the centroid received from the 
sink node to cluster the local data streams into k-clusters, and 
then send the k-clusters back to parent nodes and combine 
the clusters with the parent nodes 

(3) The sink node combines all of the sub-clusters into 
holistic k clusters, and judges whether it satisfies the 
stopping criteria (whether the square-error sum is larger than 
initial value F). If the square-error sum is larger than F, 
replaces it and re-computes the average value of the data 
points in cluster as the new centroid. Send the new centroid 
to the sensor nodes and repeats (2) and (3) 
(4) If the square-error sum is smaller than initial value F, the 

algorithm satisfies the stopping criteria. It will then stop the 
algorithm and get the final clusters and centroid. 

4. Experiments and evaluation 

In this section, in order to evaluate the proposed holistic 
distributed k-means algorithm we need to simulate a real 
sensor network. We divide the experiment into two parts. The 
first one is simulating the dataset generating in sensor 
network, and the second part is using the simulating dataset 
to evaluate the proposed algorithm and compare it with the 
central processing algorithm. 

4.1 Experiments test 

 We use a program to simulate a real sensor network to 
produce data streams. We call it “sensor nodes dataset 
generator”, which can produce the data streams for 
experiments. We assume every sensor node can store 200 
data points, and every data point has 4 attributes such as 
temperature, humidity, etc. These datasets need to divide into 
3 clusters. In this simulating condition, we evaluate the 
proposed algorithm and compare the executing time with 
central k-means algorithm. 

4.2 Evaluation and analysis 

Figure 2 Executing time for the distributed and central 
algorithms 

Figure 3 The error rate as a function numbers of nodes 

We gave the same initial k centroid to the two processing 
algorithms at the beginning. We compared the executing time 
for the two algorithms with the increasing number of sensor 
nodes. From the results in Figure 2, we can conclude that the 
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proposed algorithm has less executing time with large sensor 
nodes. From Figure 2, we can also find that the central k-
means algorithm has higher communication cost due to its 
longer executing time. We also tested the error rate of the 
proposed algorithm as shown in Figure 3. It turns out that the 
proposed algorithm has low error rate for clustering the 
dataset from the sensor network. 

5. Conclusion and future work 

A new distributed k-means algorithm has been proposed for 
processing large dataset. In order to make the algorithm 
suitable for the sensor network, the conventional k-means 
has been improved to holistic distributed k-means algorithm. 
It has been shown with simulation that the holistic distributed 
k-means algorithm is indeed superior to the central k-means 
algorithm for large dataset. The future work will consider 
other algorithms and make them scalable for different sensor 
network. 
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