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ABSTRACT

Classification of hyperspectral images is challenging. A very high dimensional input space requires an
exponentially large amount of data to adequately and reliably represent the classes in that space. In other words
in order to obtain statistically reliable classification results, the number of necessary training samples increases
exponentially as the number of spectral bands increases. However, in many situations, acquisition of the large
number of training samples for these high-dimensional datasets may not be so easy. This problem can be
overcome by using multiple classifiers. In this paper we compared the effectiveness of two approaches for
creating multiple classifiers, feature selection and feature extraction. The methods are based on generating
multiple feature subsets by running feature selection or feature extraction algorithm several times, each time for
discrimination of one of the classes from the rest. A maximum likelihood classifier is applied on each of the
obtained feature subsets and finally a combination scheme was used to combine the outputs of individual
classifiers. Experimental results show the effectiveness of feature extraction algorithm for generating multiple
classifiers.
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1. INTRODUCTION

Recent developments in sensor technology have made
it possible to collect hyperspectral data from 200 to
400 spectral bands. These data can provide more
effective information for monitoring of the earth
surface and a better discrimination among ground
cover classes than the traditional multispectral
scanners [1].

Although the availability of hyperspectral images is
widespread but the data analysis approaches that have
been successfully applied to multispectral data in the
past are not so effective for hyperspectral data. The
major problem is high dimensionality which can
impair classification due to the curse of
dimensionality. In other words, as the dimensionality
increases, the number of training samples as needed
for the characterization of classes increases
considerably. If the number of training samples fails
to satisfy the requirements, which is the case for
hyperspectral images, the estimated statistics
becomes very unreliable. Although increasing the
number of spectral bands potentially provides more
capabilities for discrimination of classes, this positive
effect can be diluted by poor statistics estimation. As
a result, the classification accuracy first grows and
then declines with the number of spectral bands when
the number of the training samples is low, finite and
remains constant. This is often referred to as the
Hughes Phenomenon [2]. Studies aiming at reducing
the data dimensionality while keeping most of the
relevant information have been reported by many
authors [3]-[9]. Feature selection and feature

extraction are two frequently employed approaches.
The main idea in feature selection algorithms 1s to
find an optimal or suboptimal subset of features
according to some given criterion. Feature extraction
approaches are often used to transform data from the
original higher dimensional space into a lower
dimensional feature space.

In the present study in order to improve the
classification accuracy, instead of using one classifier
we exploit the theory of multiple classifiers. To have
a good performance, two conditions should be met for
an ensemble of classifiers [10].Firstly the classifiers
must be diverse. Obviously ensembling identical
classifiers will not lead to any improvements.
Secondly the classifiers should be accurate. An
accurate classifier i1s one that has an error rate of
better than random guessing on a new data point.
Therefore design of classifier ensembles consists of
two parts. The first part is constructing multiple
classifiers for creation of a set of diverse and accurate
classifiers and the second part is the design of a
combination to combine the outputs of the individual
classifiers. In this study we concentrate on the former
part i.e. creating multiple classifiers. We compared
the effectiveness of two approaches for creating
multiple classifiers, feature selection and feature
extraction.

2. METHODS FOR CREATING MULTIPLE
CLASSIFIERS



Figure 1. Band 12 of the hyperspectral
image utilized in the experiments.

In general there are three categories of approaches for
creating multiple classifiers with the above mentioned
properties:  manipulating the training data,
manipulating the output classes and manipulating the
input features. In the first category of methods an
ensemble of classifiers is generated by training
classifiers on different sets of training data. Bagging
[11] which uses sampling with replacement 1s one of
the best known methods for generating a set of
classifiers. In bagging n different training sets are
created by sampling with replacement from the
original training set. Finally a classifier is trained on
each set and the outputs of classifiers are combined
using a simple voting. A popular alternative to
Bagging i1s Boosting [12]. The second group of
methods for generating an ensemble of classifiers 1s
through manipulating the output classes. In these
methods a multi-class problem is decomposed into
multiple two class classifiers. Error Correcting Output
Coding (ECOC) proposed by Dietterich and Bakiri
[13] 1s one of these methods.

But the third and the most important category of
methods-from the standpoint of hyperspectral data
classification- is via manipulating input features. In
these methods the input feature space is divided into
multiple feature subsets. Then a classifier is trained
on each of these newly-generated feature sets. Finally
the outputs of these classifiers are combined via a
combination schema. Obviously, this method works
well when the input features are highly redundant
[10]. In this process employing the most effective
way for sampling of the features from the input
feature space, that can provide us both diverse and
accurate classifies, is the most challenging point.
Random selection is one of these sampling strategies
[14]. The feature subsets generated by this strategy
are diverse but they are not accurate enough for
having an effective ensemble of classifiers. In order
to overcome this problem we exploit feature selection
and also feature extraction techniques for the

sampling strategy of features from the original feature
space.

Table 1. List of classes, training and testing
sample sizes used in the experiments.

Land cover Number Number
classes of of
Training Testing
1-Com-notill 519 749
2-Corn-min 275 503
3-Grass/pasture 160 260
4-Grass/trees 219 504
5-Hay-windrowed 135 267
6-Soy-notill 231 454
7-Soy-mintill 623 1069
8-Soy-clean 168 212
9-Woods 310 424
Total 2640 4442

3. METHODOLOGIES AND EXPERIMENTAL
RESULTS

3.1 Dataset Description

The dataset used in this study is an AVIRIS (Airborne
Visible/Infrared Imaging Spectrometer) dataset
downloaded from [16].

The considered dataset referred to the agricultural
area of Indian pie in the Northern part of Indiana.
Images have been acquired by an AVIRIS mn June
1992. The dataset was composed of 220 spectral
channels (spaced at about 10 nm) acquired in the 0.4-
2.5 um region. Figure 1 shows channel 12 of the
sensor. The nine landcover classes used in our study
are also shown in Table 1.

3.2 Class-based Feature Selection

The main idea of the method is that from the huge
number of spectral bands in hyperspectral data there
are some bands which can discriminate each class
better than the others. Assume that there are k classes
in the classification problem.

c={cQ),c®),., Ck), k=12,..,9} (1)
In order to find the best features for each of the
classes we applied a feature selection process. In
general the feature selection problem can be stated as
follows: Given a set of N features find the best subset
of m features to be used for classification. Feature
selection algorithms generally involve both a search
strategy and an evaluation function [3] {15]. The aim
of the search algorithm is to generate subsets of
features from the original feature space and the
evaluation function compares these feature subsets in
terms of discrimination.

In this paper the Fast Constrained (FC) search
algorithm is used as the search strategy. It is the
computationally reduced version of Steepest Ascent
(SA) algorithm which is proposed by Serpico et al.
[9]. SA is based on the representation of the problem
solution by a discrete binary space and on the search
for constrained local maximums of a criterion



function in such space. A feature subset is a local
maximum of the criterion function if the value of that
feature subset criterion function is greater than or
equal to the value the criterion function takes on any
other point of the neighborhood of that subspace.
Unlike SA the number of iterations in FC algorithm i1s
deterministic so it is faster and the quality of the
selected features is comparable to many other search
algorithms.

The Jeffries-Matusita distance, which is an inter-class
measure, 1s used as a criterion for the evaluation of
feature subsets. The Jeffries-Matusita distance 1s as
follows:
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where k 1s the number of classes, by 1s the
Bhattacharyya distance between class 1 and j and M;
and C; are the mean vector and covariance matrix of
the class 1 respectively.

Each time for the evaluation of each feature subset for
each class the Jeffries-Matusita distance from that
class to the rest of classes is computed and the sum of
them 1s set as the evaluation for that feature subset for
that specified class.

Before running the class-based feature selection
procedure we must know the best number of feature
to be selected. In order to find the best number of
features for each subset we run the feature selection
algorithm with different number of features (from 35
to 50 features). In this study we used Bayesian
classifier as the classification algorithm. The highest
classification accuracy 1s provided using 24 features.
Although the overall accuracy is used as measure for
finding the best number of features for each subset, it
can provide us a rough estimate of the appropriate
number of features.

After finding the best number for the features we run
the feature selection algorithm for the first class. In
this manner the feature subset with the highest
evaluation function for that class i1s selected. This
process is repeated for all other classes. Subsequently
the Bayesian classifier 1s trained on each of those
selected feature subsets. Finally a combination
schema is used to combine the outputs of the
individual classifiers. Due to the nature of the
individual classifiers for emphasizing one class more
than the others so a simple voting schema can’t work
in this case.

For this reason we propose the following combination
rule. Since the first classifier’s emphasis is on the first
class so 1t shares its first class values in the final
classified image, the second classifier plays this role
by sharing its second class values and so on. Three
different cases might happen in the final classified
image:

'1) Those pixels in the final classified image for which
there 1s only one decision; these pixels get their final

Table 2. Classification accuracy for each class in single
feature selection and class-based feature selection

Classification Accuracy
Percent
Classes Feature ! Cla)ss-based
selection | Feature selection

Com-notill 90.254 93.858
Cormn-min 82.505 82.903
Grass/pasture 98.077 98.462
Grass/trees 96.627 99.206
Hay-windrowed 99.625 99.625
Soy-notill 81.278 81.718
Soy-mintill 72.872 72.311
Soy-clean 83.962 85.849
Woods 98.349 08.821
Overall Accuracy 86.493 87.506

label from the only decision made by the related
classifier.

2) Those pixels in the final classified image for which
there are more than one decisions; in this case there 1s
a conflict between two or more classifiers for
deciding the final label of the pixel. In order to settle
down this problem we exploit the output probabilities
of the conflicting classifiers. In other words we hold a
competition among those conflicting classifiers and
the class with the highest value of probability 1s
selected as the final decision.

3) Those pixels in the final classified image for which
there isn’t any decision. In this time we hold a
competition among the output probabilities of all the
classifiers.

Table 2 shows the classification accuracies for the
test samples in different classes. The first column of
the results represents the classification accuracy using
a general feature selection algorithm and the second
column of the results is associated with the class-
based feature selection.

3.3 Class-based Feature Extraction

In class-based feature extraction methodology we
repeated the above-mentioned procedure, with this
difference that in the latter the feature selection
process is replaced by feature extraction. Feature
extraction methods transform a large amount of
information on classes’ separability into a small
number of extracted features and consequently
minimizing the dimensions of the feature space while
enhancing the overall accuracy of classification. The
feature extraction process is usually based on finding
features that optimize a particular criterion. For
example, in discriminant analysis within class and
between class scatter matrices are estimated by using
the training samples, and then features that optimize a
function of these matrices are obtained[21].

Current feature extraction algorithms while effective
in some circumstances have significant limitations
[17]. A new Nonparametric Weighted Feature
Extraction method (NWFE) is developed to solve
limitations of the current methods [20].



NWFE takes advantages of desirable characteristics
of pervious methods, while avoiding their
shortcomings. The main idea of NWFE is putting
different weights on each sample to compute the
“weighted means” and defining new nonparametric
between-class and within-class scatter matrices to
obtain more than N-1 features. In NWFE, the
nonparametric between-class scatter matrix for L
classes 1S deﬁned as:
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is traming sample size of class i, p, denotes the prior
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The nonparametric within-class scatter matrix is
defined aS'
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In this paper NWFE algorithm is wused for

constructing individual classifiers. In order to inject
the class-based nature to NWFE algorithm we
modified the algorithm in the following way:

For each class m:
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in which m is the number of class. As can be seen the
between-class scatter matrix here is defined as the
distance between one of the classes and the rest of
classes and for the within-class scatter matrix only
one class 1s considered. We applied this modified

Table 3. Best number of extracted features
for class-based feature extraction

Class Number of
number extracted features
1 14
2 1
3 13
4 36
5 5
6 5
7 132
8 7
9 86

NWFE for N times each time for extracting the
features associated to one of the classes.

The same as class-based feature selection, 1n class-
based feature extraction, we must find the best
number of features that can be used for the
classification of each class which can provide
maximum producer accuracy for that class. In this
respect, we used the class accuracy as a criterion for
finding the optimum number of features for that class
and the NWFE algorithm was run several times (from
1 to 133). The best number of extracted features for
each class 1s represented in table 3.

Table 4. Classification accuracy for each class in single
feature extraction and class-based feature extraction

Classification Accuracy
Percent
Classes Feature ( Clz)lss-based
extraction | Feature extraction
Corn-notill 90.5207 90.6542
Corn-min 71.7694 85.2883
Grass/pasture 98.0769 98.0769
Grass/trees 96.2302 97.2222
Hay-windrowed 99.6255 99.6255
Soy-notill 79.0749 84.8018
Soy-mintill 72.4977 73.1525
Soy-clean 91.0377 93.3962
Woods 97.8774 08.5849
Overall Accuracy 85.6067 88.0122

Finding the best number of features for each class, a
Bayesian classifier is trained on each of those subsets.
Owing the identical nature of output in both class-
based feature selection and extraction, the same
combination schema was performed here as well.

As can be inferred from Table 2, the class-based
method has superior performance comparing to a
general feature selection methods. In a general feature
selection algorithm the main goal is to find the best
features to be used for the classification of the whole
image whereas the class-based methodology tries to
find the features locally. Different regions in the
image are classified with different sets of features.
That’s also the case about class-based feature
extraction. As can be seen in table 4 the classification
accuracy 1s improved in almost all the classes.

The comparison between table 2 and table 4 also
demonstrates that class-based feature extraction



methodology outperforms the class-based feature
selection. A possible explanation is that the feature
extraction reduces the dimensionality without
sacrificing significant information whereas in feature
selection the dimensionality reduction is via picking
up a subset of bands and ignoring the rest so the
feature extraction can be more useful than feature
selection.

4. CONCLUSIONS

The class-based methods can be very effective for
creating an ensemble of classifiers. In this regard we
applied two methods of class-based feature selection
and class-based feature extraction for creating
multiple classifiers. Employing these approaches not
only solved the small training sample size problem
but they also improved the classification accuracy. In
comparison with a single feature selection or feature
extraction applying a class-based methodology in
feature selection or feature extraction can lead to an
increase in classification accuracy. Experimental
results also confirmed the suitability of class-based
feature extraction in comparison with class-based
feature selection for creating multiple classifiers.
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