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Abstract
In this paper we derived fuzzy entropy that is based on similarity measure. Similarity
measure represents the degree of similarity between two informations, those informations
characteristics are not important. First we construct similarity measure between two
informations, and derived entropy functions with obtained similarity measure. Obtained
entropy is verified with proof. With the help of one-to-one similarity is also obtained
through distance measure, this similarity measure is also proved in our paper.
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1. Introduction

Similarity  represents the degree of
similarity between two or more data. Hence
computation of similarity is essential for the
fields of decision making, pattern
classification, or etc.. Quantity of difference
can be useful to discriminate or cluster for
various informations. Until now the research
of designing similarity measure has been
made by numerous researchers[1-6]. For
fuzzy set, there is an uncertainty knowledge
in fuzzy set itself. Hence information of the
data can be obtained from analyzing the
fuzzy membership function. Thus most
studies about fuzzy set are focussed on
designing similarity measure based on
membership function. In the previous results,
similarity measures are obtained through
fuzzy number[1-4]. Fuzzy number provide
similarity measure easily. However
considering similarity measures are restricted
within triangular or trapezoidal membership
functions[1-4]. In this paper we try to
analyze relations between fuzzy entropy and
similarity., Furthermore with the help of

distance measure,
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fuzzy entropy, one-to-one

distance measure, we design the similarity
measure. Proposed similarity measure produce
fuzzy entropy based on relation between
fuzzy entropy and similarity measure.

In this paper, first we introduce the
properties of fuzzy entropy, distance measure
and similarity measure. Similarity measure 1is
also proposed using distance measure.
Proposed similarity measure construct fuzzy
entropy with the relation of fuzzy entropy
and similarity measure. Notations of this
paper are used Liu's [7].

2. Similarity measure and fuzzy
entropy analysis

In this chapter, introduction of fuzzy
entropy and similarity measure are carried
out. Furthermore similarity measures are also
proposed with distance measure.

2.1 Introduction of fuzzy entropy

Axiomatic definitions of fuzzy entropy
and similarity measure represents the
difference or closeness for different fuzzy
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membership functions [7]. By this definition,
we design a similarity measure.

Definition 2.1 [7] A real function e:
F(X)—R" is called an entropy on F(X), if e
has the following properties:

(E1) e(D)=0, VD e P(X)
(E2) e([1/2]) =mazse rxe(d)

(E3) e(4’) < e(4), for any sharpening A of
A

(E4) e(4)=e(4°), VA € F(X)

- where [12] is the fuzzy set in which the
value of the membership function s 1,2,
R*=[0,%), X is the universal set, F(X) is the
class of all fuzzy sets of X, P(X) is the class of
all crisp sets of X, and I is the complement of
D. There are a lot of fuzzy entropy satisfying
Definition 21. Hamming distance is commonly
used as distance measure between fuzzy sets A
and B,

d(A, B) = —:;'_E:JIWA (xi ) _”B(xi )|

where X={z,, 2, ---z,}, |k|is the absolute
value of k. p4(z) is the membership function of
A€ F(X), Basically fuzzy entropy means the
difference between two fuzzy membership
functions. Next we will introduce the similarity
measure, and it describes the degree of closeness

between two fuzzy membership functions. It is
also found in literature of Liu.

Definition 2.2 [7] A real function s: F*>—R" is
called a similarity measure, if s has the following
properties:

(S1) s(4,B)=s(B,A),YA,B € F(X)

(S2) s(D,I¥)=0 VD € P(X)

(S3) s(C,C) =mazypcrs(4,B), VC € F(X)

(S4) VABC e F(X), if AcBcC C, then
s(4,B) = 3(A,C) and s(B,C) = s(4,0).

Liu also pointed out that there

is an
one-to-one relation between all distance
measures and all similarity measures,

d+s=1, Fuzzy normal similarity measure on

F 1s also obtained by the division of
maXcpe ps(C, D), With Definition 2.2, we
propose the following theorem as the

similarity measure,
And the similarity measure construction

with the distance measure is obtained in
Theorem 2.1.

Theorem 2.1 For any set 4,Be€ F(X), if d

satisfles Hamming distance measure and
d(A,B) = d(A°, B°), then

s(4, B) =1—d((ANB°),[0]) -d ((4U B),[1]) (1)

is the similarity measure between set A4
and set B,

proof. Commutativity of (S1) is proved

“through
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s(4,B)=1-d((ANB°),[0])-d((4UB°),[1])
=1-d((ANB°),0]°) —d((AU B°)C,[1]°)
=1-d((BUA°),[1])) —d((BNA®),[0])
=s(B, A).

To show the property of (S2),

(4, 4°) =1 ~d((AN(4°)9),[0]) —d((4U (4°)),[1])
=1-1-1=0

is clear. (S3) is clear from the relation

s(4,B)=1—-d((4ANB °),[0]) —d((AU B<),[1])
< 1-4((DND¥), ) — (DU D<), 1)
=s(D,D),

where the inequality 1s proved by

d({AnB°),0]) =z d((DND°),[0])
and d((AUB*°),[1]) zd((DUD®),[1]).
vV A B, C € F(X)

Finally, and A cBcC

imply
s(A,B)=1—d((ANB°),[0))-d({(AV B®),[1))
=1-d([0],[0]) —d((AUB°),[1]))
> 1-d(AnCs o) —-d(AuCc 1))
=1-d([0],[0]) -d(4U C*"[1])
=s5(A4,C).
s(B,C)=1-d((BNC*®),[0})—d((BUC®),[1])
=1-d([0},[0]) -d((BUC*),[1])
= 1—-d(ANCS[0])) —d (AU C° 1))
=1-d([o],[0])) -d(4au 1))
=s(A,C)
satisfied with

is also
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d((AUB°),[1]) z d((4UC°),[1])
d((BU C°),[1]) 2 d((4U C*),[1]).

and

We have proposed the similarity measure
that are induced from distance measure. This
similarity is useful for the non interacting
fuzzy membership function pair.  Another
similarity is also obtained, and it can be
found in our previous literature [6].

Theorem 2.2 For any set 4,B€ F(X) if d
satisfies Hamming distance measure, then
s(4,B)=2-d((4ANB), [1]) —d((AUB),[0]) (2)

To be a similarity measure, Theorem 2.2
does not need condition d(4,B)=d(A°, B°).
Because commutativity is clear from the
theorem itself. Also this similarity (2) is
useful for the interacting membership
function pair. In the next section, we derive
similarity measure that is generated by
distance measure. Furthermore entropy is

derived through similarity measure by the
properties of Liu.

2.2 One-to-one correspondence
It is obvious that next Hamming distance
'Is represented as

d(4, B) =d((ANB), [1]) - (1-d((AU B), 0])).

Where ANB=min (p4(z; ), pp(z;)),
AUB=maz(p,(z; ),pp(z;)) are satisfied. With
the Proposition 34 of Liul7], we can

generate the similarity measure or distance

measure through distance measure or
similarity measure [7]. |

Proposition 2.1[7] There  exists an
one-to-one correlation between all distance
measures and all similarity measures, and a
distance measure d and its corresponding
similarity measure s satisfy s+d=1_ With
the property of s=1—d, we can construct
the similarity measure generated by distance
measure d, that is s<d >,

d(A, B) =d((ANB),[1])) +d((AUB),[0]) —1
=1-s(A4, B)

Therefore we propose the similarity

measure with above expression.
s <d>=2~d((4NB),[1])~-d((AUB),[0]) (3)

This similarity measure is exactly same
with (2). At this point, we verified the
one-to-one relation of distance measure and
similarity measure. In the next chapter, we
verify that the entropy of fuzz set is derived
through similarity (2).

3 Entropy derivation with

similarity measure

Liu also suggested propositions about
entropy and similarity measure. He also
insisted that the entropy can be generated
by similarity measure and distance measure,
those are denoted by e<s> and e<d>,
Proposition 3.5 and 3.6 of reference [7] are
summarized as follows. |

Proposition 3.1 [7] If s is a similarity
measure on F, define

e(A)=s(A4,A°). VA€ F.

Then e is an entropy on £. Similarly, it is
obvious that the following proposition 1is
satisfied. Now we check whether our
similarities (1) and (2) satisfy Proposition
2.2. Proof can be obtained by checking
whether

s(A,4°)=2—-d((4ANA°),[1]) —d((AU A4°),[0])

satisfy from (E1) to (E4) of Definition 2.1.

For (El),vD e P(X),

s(D,Ir)=2-d((DNDF),[1]) —d((DU I¥),[0})
=2-d(0),[1]))—d(1],[0])=0

(E2) represents that crisp set 1/2 has the

maximum entropy value. Therefore, the
entropy e([1/2]) satisfies
s([12],{12)) =2—d(([12]N[1,29,[1])
—d(([12]U[1,2]),[0)
=2—-d([12]),1]) —d([1/2],[0])
=2-1A2-12=1
" In the above equa.tioh,

1Ar=[12] is

~ satisfied.

368



Proceedings of KFIS Autumn Conference 2007 Vol. 17, No. 2.

| (E3) shows that the entropy of the
- sharpened version of fuzzy set 4, e(4’), is
~less than or equal to e(4),

s(A,47°)=2-d((A"NA"),[1]) —d((4"U A™),[0])
< 2-d{(AN4°),[1]) —d((AU A°),0))
=s(A, A°)

Finally, (E4) is proved directly

s(A4,A4°) =2—d((4ANA°),[1]) -
=2-d((AN4),[1]) -
=s5(A%A)

d((4U 4°),[0])
d((4°UA4),[0])

From
measure

$(4,A°) =2-d((ANA°),[1]) —d((AU 4°),[0])
generate fuzzy entropy.

the above proof, our similarity

Next another similarity (1) between 4 and
A is
s(4,A4°) =1-d((4An4),[0]) —d((4UA4),[1])
=1-d(4,[0]) —d(4,[1])

This similarity always satisfies zero.
For (E1),vD e P(X),

s(D,F)=1-d(D,[0]) —d(D,[1]) =0

(E2),

s([12), (121 = 1 d([1,2],0]) ~ d([1,2],[1]) = 0

For (E3), s(47,4°) =5(4,4°) =0
Finally, (E4) is proved similarly
3{A,A°) =s(A°A) =0,

From the
measure

s(A,A°) =1-d((ANA),[0]) —d((AUA4),[1])

generate fuzzy entropy trivially.

above proof, our similarity
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4. Conclusions

We have derived the similarity measure that is
derived from distance measure. The proposed
similarity usefulness is proved. Furthermore with
the relation between fuzzy entropy and similarity
measure we also verified that the fuzzy entropy is
induced through similarity measure. In this paper
our proposed similarity measure provide the fuzzy
entropy. Finally we can see that proposed
similarity measure can be applied to the general
types of fuzzy membership functions.
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