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Abstract Lately the usage of multimedia equipment with small LCD displays is rapidly increasing. Although 

many people use devices like cell phone and PDA, videos intended for TV or HDTV are sent to these mobile 

devices. Therefore, situation where it is hard for the user to view the desired scenes are growing more 

frequent. Currently, most services simply reduce the size of the content to fit the screen when they offer it for 

mobile devices. However, especially with sports broadcasts, there are many areas that cannot be seen very 

well because it was simply reduced in size. We are suggesting new motion how to let the user choose an area 

of interest based on Cognitive lattice. And present then sending it to the user in a way based on 

FocusOfChoice that fits the device.  

 

1. Introduction  

Users of Ubiquitous Computing are not 

concerned about time and place. At the same 

time, they expect to be provided with services 

that grant access to information. The service 

might be due to the increased accessibility of 

technologies on a broad level. It confronts 

service providers with the need to customize 

those services according to the user’s receiving 

device which could be a handheld, or a wide 

screen terminal. Otherwise the provided 

information could be inadequate. If a minimal 

standard is applied users at a wide screen device 

would suffer under-represented information 

while with a maximum standard users of 

handheld devices might not be able to properly 

view or use the service at all. It should therefore 

be clear that a way to optimize is needed, a way 

of adapting the provided service to match the 

device in use to maintain or even enhance user-

friendliness. This is the only way to cope with 

the technological convergence of devices which 

would grant access to the same services.  

Within this paper it is our aim to probe into the 

use of dynamic components which make up 

Ubiquitous Computing and to actively reflect 

upon the users’ needs in order to be able to 

provide flexible context-oriented services. A 

cognitive lattice system as well as service 

adaptation algorithms will be looked into in order 

to facilitate service adaptation. These are needed 

1권 828



to recognize and adapt to changes of the 

multimedia context (using video streams). 

Ultimately a middleware model based on a 

cognitive lattice device for service adaptation is 

to be developed. This model’s agenda is to 

overcome the limitation of current persistent 

services and allow for well-balanced operation 

between service and applications employing 

several adaptation levels as well as providing 

customized services for video stream changes on 

user demand.  

 

2. Related work 

Our research focuses on a service adaptation 

model so users in a ubiquitous environment can 

get the wanted information on their device in the 

desired way. To offer adapted services in a 

ubiquitous environment the following 

technologies are needed: MPEG-21 DIA (Digital 

Item Adaptation) and Multimedia Mining. We will 

describe each technology, how they are currently 

used and how we will use them in our research. 

Also, if there are problems using these we will 

address them.  

 

2.1 MPEG-21 DIA 

MPEG-21 DIA is useful to us because it takes 

into account the user's characteristics, context 

information, and network or terminal 

characteristics [3]. Using this detailed data it 

defines a systematical standard. With this 

standard it is possible to offer widespread 

multimedia access to content consumers. 

Currently, MPEG-21 is used to convert images. 

For example <Figure 1>, image size, quality, or 

audio qualities are changed.  

 

 

<Figure 1>MPEG-21 DIA for color, audio and 

backlight  

 

This functionality is similar to what we want to 

accomplish. Therefore we will see how we can 

build on MPEG-21 DIA<Figure 2> and extend it 

to offer better service adaptation to users.  

 

<Figure 2> FocusOfChoice Technique build on 

MPEG-21 DIA  

 

FocusOfChoice technique that is able to send 

the user's area of interest to the user in a way 

that retains quality and fits the device. But, it 

uses a MPEG-21 DIA, more it will be able to 

deliver the service which is quality. There will be 

like color vision deficiency and audio preference 

function to MPEG-21 DIA, when live broadcast 

delivering the user is convenient more and it will 

be able to use.  

 

2.2 Multimedia Mining 

Multimedia mining enables us to analyze 

multimedia context according to parameters like 

image size, color histogram, descriptor, shape 

texture and extract this information. While this is 

already very useful for our purpose we will add 

functionality. Splitting video contents into frames 

and dividing those frames into lattices to use 

multimedia mining's innate functionality of image 

awareness.  
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3 Cognitive Lattice for Service Adaptation 

One of the major constraints of the access ways 

to support present adaptation is that the 

application is required to directly execute an 

adaptation mechanism when the lower level 

informs about an occurred change [8]. Even if 

such an application is able to catch the change of 

the running environment, it is more efficient if 

the middleware manages such adaptation 

mechanisms. The middleware structure for 

ubiquitous computing has to be recognizable, and 

the applications executed on middleware have to 

be adaptable to the context change by using 

diverse logics.  

 

 

<Figure 3> SAM based on cognitive lattice 

architecture  

 

Show in <Figure 3> Middleware Model based on 

a cognitive lattice for service adaptation is model 

of cognitive technique and focusofchoice 

technique. A cognitive technique and 

focusofchoice technique that is able to send the 

user's area of interest to the user in a way that 

retains quality and fits the device.  

Ubiquitous computing allows application 

developers to build a large and complex 

distributed system that can transform physical 

spaces into computationally active and intelligent 

environments [6]. Ubiquitous applications need a 

middleware that can detect and act upon any 

context changes created by the result of any 

interactions between users, applications, and 

surrounding computing environment for 

applications without users' interventions [4].  

This paper delves into dynamic components 

forming ubiquitous computing contexts to 

actively reflect on users' needs and provide 

flexible services for users.  

 

4 Reflection Management 

4.1 Cognitive Lattice technique  

When looking at user in today’s ubiquitous 

environment the amount of small devices is 

growing very fast [7]. The number of users 

watching live broadcasts on these devices is 

steadily growing. However, most services do not 

take the devices’ display size into account and 

simply send content meant for TV or HDTV after 

reducing the size [5][6]. Because the displays 

are so small, many users have trouble viewing 

the content. For example, viewing soccer 

matches recorded with a longshot camera it is 

very hard to see the ball and players because 

they are extremely small [9]. Therefore it is 

necessary to develop a way of sending the part 

that interests the user to his device in a fitting 

way. So far, the user could choose an area of 

interest but this area was simply enlarged. 

Therefore there was the problem that the quality 

was low and the image blurry. To resolve this 

problem we propose our cognitive model. The 

cognitive model divides the frame into a lattice 

using multimedia mining show in <Figure 4>. 
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<Figure 4> Reflection Management 

For instance, when viewing a soccer game that 

lattice is used to recognize the location of the 

ball. Using that location as the center only a part 

of the frame is selected and sent to the 

FocusOfChoice  Model.  

 

4.2 Defining the area of interest 

The screen of soccer game consists of long shot

and not long shot. First of all, we will divide the 

frames of the video and number each frame.  
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>=< −10 .,......... nShotShotVideo  

     (N : number of video frame)          (1) 

 

Shot is an image sequence acquired through a 

single camera recording process. So we can 

describe Shot using a sequence of frames.  

>=< −10 ,....... k
nnn FFShot           (2) 

Here, F0 indicates the i th frame of a Shot, k in F 

k-1 is the number of frames in a Shot. Also from 

now on, we will represent the i th frame of the 

whole video a F i .  

We can represent the area of interest in the i th 

frame of N th shot as  Object (f i
n). Based on the 

type of Shots, Object (f i
n) can be an entire frame 

or part of it. Mathematically expressed,  

shotCam

This means that if the image frame is not a long-

distance shot, Object is defined to be the same as 

the original image, while if it is a long-distance 

shot, Object is defined as a part of the image 

frame. Area of interest takes a small portion in a 

frame for a LongshotCam case, whereas area of 

interest is determining identical to the original 

image otherwise. The diagram of the proposed 

algorithm is <Figure 5> shows an example. 

 
<Figure 5> Diagram of the Cognitive Lattice 

algorithm 

 

In case of soccer video analysis, the ground 

color plays an important role, especially in 

distinguishing shot classes. We used color 

descriptors to differentiate LongshotCam and 

other shots. By classifying the colors of the 

frame, determine L with the greatest MGS (Much 

Green Segment). By measuring the amount of 

MGS in a frame, we can find out the type of Shot. 

If MGS appears to be less than θL we determine 

the Shot to be something other than 

LongshotCam.  

After the Shot ending decision each frame is 

divided into either LongshotCam frame or 

NotlongshotCam frame. For NotlongshotCam 

frame, there is no need to establish an area of 

interest smaller than the entire image frame. It is 

sufficient for the user to show the entire frame. 

But for LongshotCam frame, there is a need to 

magnify and replay the area of interest, the 

location of the ball. Therefore, in order to find 

the location of the ball, we divide the frame into 

lattices.  
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Here, we divide the frame vertically and 

horizontally. Next, we have to number each 

lattice. Vertical lattice is assign the value i, 

horizontal lattice the value j.  
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Since there could be several objects in each 

lattice, we must analyze them one by one.  

 

;_ jxfound =                    (15) 

                        (16) ;_ iyfound =
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 Here, Coords indicates the value of ball location. 

Find the value of the location by analyzing each 

lattice with the help of ball's fixed data based on 

multimedia mining. Next, send the value of 

Coords to Adaptation management and display it 

on the viewer's device through FocusOfChoice 

technique.  

 

5 Adaptation Management 

5.1 FocusOfChoice technique 

In this paper we suggest a FocusOfChoice 

technique to supply users with services that are 

adapted to dynamic situations in a ubiquitous 

environment. After the requested data is 

analyzed using the cognitive lattice model, it 

should be adapted to fit the user device [1][2]. 

For this, we propose our FocusOfChoice 

technique. The FocusOfChoice technique's 

algorithm receives the cognitive lattice model's 

output and analyzes the user's context data, 

device information such as screen size and QoS. 

For example, let's say the cognitive lattice 

analysis returned the ball's location. Now a high 

quality adaptation is needed before the data is 

sent to the user. For this, we suggest our 

FocusOfChoice algorithm <Figure 6> shows an 

example. After determining the user's 

environment, the adapted frame is sent to the 

user.  

 

 

<Figure 6> FocusOfChoice technique 

 

5.2 FocusOfChoice Algorithm 

Since the FocusOfChoice algorithm best satisfies 

user demands that are expressed by way of 

preferences and also actively chooses the most 

suitable service application to send, depending on 

the context, it is an algorithm that could possibly 

influence adaptation. The FocusOfChoice 

algorithm delivers user's correct service 

adaptation course after analyzing the device, 

screen size, QoS. For this, it uses the MPEG-21 

DIA technology. Using the cognitive lattice 

algorithm's output it crops out the desired part of 

the frame in a way that best fits the user's device. 

The FocusOfChoice algorithm is shown in below 

<Algorithm 1>  

 

Step 1 : (UD :User Device (Device information 

was formed color, size, height and width)) 

INPUT : Value of UD 
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OUTPUT : true or false 

size               =  UD.  size; 

height            =  UD. height; 

width             =  UD. width; 

colorDepth       = UD. colorDepth 

Step 2 : analyze screen size to send correct 

information. (Screensize : size, height, width, 

colorDepth)) 

INPUT : value of Screensize,Coords,Time 

stamp  OUTPUT : New image 

image = get image(time stamp) 

center_x = coords.x 

center_y = coords.y 

Focus 
i 
= Coords 

i 

Dist 
i 
= 0 , 

Diff = Coords 
i 
(coords.x, coords.y) 

− Focus 
i-1 

New image = grop image (size, 

height, wight, colorDept, 

center_x, center_y) 

0 <= diff <= dist
i 

Focus 
i 
= Focus 

i 

dist
i  
< diff <= frame.size / 2 

Focus i  = Focus i -1 + disti

 

Step 3 : analyze QoS (Quality of Service) 

INPUT : value of QoS , New image 

OUTPUT : adapt image  

if (QoS < MaxQ ) { 

img  = compressImage( MaxQ,QoS, 

img); 

img  = reduceColor( MaxQ,QoS, img); 

}  

6 Implementation Scenario 

In <Figure 7> shows the implementation 

scenario structure for method which the display 

does the football screen. The soccer game 

screen is roughly composed of Longshot and 

shots that are not.  

 

 

 

<Figure 7> (a) Before adapting Middleware 

model based on Cognitive lattice for service 

adaptation  

 

 

(b) After adapting Middleware model based 

on Cognitive lattice for service adaptation  

 

Longshot since Longshot frames have been 

filmed from a distance, when viewed in a small 

screen the size of the ball and the players is 

small. So, before transmitting the screen to the 

viewers one must check whether it is 

LongshotCam or not. Therefore for better display 
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on a small screen, frame must be divided into two 

types and in the case of a long-distance shot, 

part of the entire screen must be shown.  

The simplest way of establishing the area of 

interest is to place the center of the screen on 

the location of the ball. Based on multimedia 

mining, cognitive lattice technique divides the 

long shot frame vertically and horizontally, 

consequently finding the location of the ball from 

each lattice through comparing it with the saved 

data of the balls' form, shape, and color. After 

the location value is sought, it is sent to 

FocusOfChoice technique. This technique, after 

determining the position of display screen, must 

finally process and show it to the viewers.  

 

7 Conclusion and Future Studies 

Recently, mobile devices are used much like 

PCs.  Viewing live video broadcasts on these 

devices is very popular. A lot of research is 

happening to provide these users with good 

service. However, there are still many things that 

should be improved. Though viewing shows like 

news and drama on a small display is not really a 

problem, watching live sports broadcasts poses 

many problems. In this research we Fited on 

sports and suggest a way of providing users with 

a way to comfortably view the content he wants 

even on a small display.  

In the future, it is necessary to think of ways to 

support other kinds of sports. By researching 

which scenes are shown the most for any given 

kind of sport it should be possible to implement 

an algorithm that recognizes a standard view. For 

example, with baseball the classical views of the 

pitcher, the batter, or the scoreboard. Once those 

are established they can be used to automatically 

enlarge areas of interest like single players, for 

instance. In this way, every popular kind of sport 

could be covered and be suitably adapted for 

mobile device users. 
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