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<Abstract>

This paper addresses the scheme for transmitting Data and TDM signals based on E-PON. E-PON
technology, that combines low-cost Ethernet technology and optical fiber infra-structure, has
been appeared as a solution of next generation access network. The transmission speed of E-PON
is 1Gbps and symmetric in both direction, such as downstream and upstream. Therefore, it is
possible to save the cost through sample network architecture, efficient operation, and low
maintenance cost of optical IP Ethernet network. By adding TDMoIP(Time Division Multiplexing
over Internet Protocol) module to this E-PON system, and implementing QoS(Quality of Service)
control function, this system can provide data and TDM service efficiently.

1. Introduction and other cabling networks. Through these,
The future information communication PON can provide triple play service that
era will be presented as ubiquitous era supports voice, data, and broadcasting in
exchanging high-speed multimedia services, united one.
such as voice and data convergence, In 1980s, some companies adapted the
communication and broadcasting conference, network based on TDM. But these networks
and home network. In ubiquitous era, the are migrated into IP network. So, they want
highlighting infrastructure technology to to implement TDM over IP/Ethernet ones
transmit  high-speed  multimedia  data through E-PON  system  based on
efficiently is FTTH technology. FTTH is IP/Ethernet technologies.
technology that can  establish  optic Therefore, This paper addresses the
communication network up to customer scheme for transmitting Data and TDM
premise site ultimately. By providing each services based on E-PON. E-PON technology,
home the capacity of 100Mbps ~ a few that combines low-cost Ethernet technology
Gbps, it can provide the united high-quality and optical fiber infra-structure, has been
multimedia services. Especially, as PON appeared as a solution of next generation
provides optical customer network, it can access network. The transmission speed of
simplify the complicated customer network E-PON is 1Gbps and symmetric in both
environment, such as phone line, cable TV, direction, such as downstream and upstream.

Therefore, it is possible to save the cost
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sample network architecture,
efficient operation, and low maintenance
cost of optical IP Ethernet network. By
adding TDMoIP(Time Division Multiplexing
over Internet Protocol) module to this E-PON
system, and implementing QoS(Quality of
Service) control function, this system can

provide data and TDM service efficiently.

through

2. E-PON System Architecture

IEEE802.3 standard defines two basic
configurations of Ethernet network. One is
the method that be configured on shared
medium using CSMA/CD protocol, another is
the one that stations can be connected to
through switch using full duplex
point—-to—point link. E-PON is the
combination of above two methods shown in
figure 1. In downstream, OLU broadcasts a
packet to many ONUs, and then the
destination ONU extracts the packet based
on MAC address. In upstream, because of
the direction in splitter, a data frame from
any ONU is arrived at OLT and not ONU.
Therefore, the operation of E-PON is
similar to point-to-point architecture. But
contrary to strict point-to-point, the data
frames from different ONUs in E-PON can
be conflicted. So in upstream, ONUs must
have the arbitration mechanism to avert the
collision and share the optical channel
capacity fairly.

Figure 1. Traffic flow in E-PON

In figure 1-b). all ONUs synchronize the
common  standard tme, and then the time
slot s assigned to cach ONU. Each time
slot can debvery  many  Ethernet  frames.
ONU will buffer the frames received from
subsceribers until its own time slot 1s arrived
at. When its own frame s arrived at. the
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ONU bursts all frames at full channel
speed. When there are no frames in buffer
to fill the entire time slots, the ONU

transmits 10bits idle characteristics. There
are the static assigning method (TDMA) and
the dynamic adaptive method based on the
instantaneous queue length of all ONUs
(statistics  muitiplexing) in  time  slot
assigning methods.

3. The Architecture for Data and TDM

service

To provide data and TDM services
through E-PON. TDMolP Module must be
added to the existing E-PON. E-PON
module must support E-PON interfaces
based on IEEE 802.3ah and gigabit uplink
interfaces. TDMoIP module converts T1/El
TDM traffic to IP packets or reverse. And
video overlay module converting CATV and
digital broadcasting RF signal to 1550nm
wavelength. Figure 2 shows OLT system for
supporting data and TDM service. This
system has the maximum 8Gbps
bandwidth(expandable up to 12Gbps) for
data and TDM traffic. Maximum 6Gbps
bandwidth can be used for data traffic and
up to 2Gbps bandwidth can be used for
TDM traffic. And this can support many
T1/E1 links for the transparent connection
to multiple ONUs and the voice service
based on V5.2 interface.
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Figure 2. OLT system configuration

Figure 3 shows ONU system for
supporting data and TDM service. E-PON
ONU module is connected to OLT system
through single mode fiber and
transmits/receives up to 200MNbps Ethernet
between OLT and ONU. TDMoIP module
converts T1/E1 TDAMI traffic to II> packets.
Fithernet switch distributes Ethernet traffic
10 [sthernet  interfaces,  such
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xDSL DSLAM and wires LAN APs. E-PON
ONU module supports two 100Base-T
interfaces(Can allocate up to 200Mbps
bandwidth); one for TDMoIP module and
one for internet service including external
Ethernet, xDSL. and wireless LAN. TDMolP
module supports up to 16 T1/E1 links.
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Figure 3. ONU system configuration

4. Design of E-PON system for data and

TDM signal

OLT system of E-PON performs OLT
operation, and the terminating function for ONU
or ONU. Gigabit Ethernet Switching Module
performs uplink and control function. [t has
1000Base-Tx and 1000Base-Fx interfaces for
uplink. And it supports link aggregation function
to supply the function for increasing bandwidth.
This module includes Gigabit Ethernet switch that
supports L2/L3 switching function. It has a few
Gigabit Ethernet ports for uplink port, and these
ports can be used for 1000Base-Tx.

E-PON line card supports E-PON interfaces,
and is connected to Gigabit Ethernet Switching
Module using 1000Base-Tx signal in backplane.
Processor built-in in E-PON chip of E-PON line
card is assigned to the private IP address for the
appropriate slot location, and communicates with
main processor in UDP message. And processor
built-in in E-PON chip is connected to main
processor through 100Mbps Ethernet interface for
management, and then exchanges the control
message with that processor. And E-PON line
card supports the control path for control and
statue/statistics information monitoring of all
ONUs connected to link. Each E-PON chip
provides RS-232C interface for parameter setting
and status monitoring. And this card supports
100Mbps Ethernet port for local management to
test card itself.

TDMolDP line card accommodates many TI1/E1
interfaces. This card converts T1/El signal into
Ethernet frame. and then sends the frames to
Gigahit Ethernet Switching NModule. In reverse

operation. this card receives Ethernet frame {rom

the module, and then converts that frame to
T1/El signal.
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Figure 4. OLT architecture in E-PON

ONU board has all functions defined in
I[EEE802.3ah standard through E-PON MAC
chip and then performs TDMolP function.
This board operates as multi-port bridge between
IEEE802.3ah E-PON MAC and two 10/100Base-T
MACs. Each 10/100Base-T MAC has unique LLID
(Logical Link IDentifier) based on its own MAC
address. Each ONU port appears as separate
point-to-point link through E-PON emulation
layer in E-PON line card(OLT). E-PON MAC chip
of the card also supports DBA (Dynamic
Bandwidth Allocation), traffic shaping, QoS, VLAN
tagging, and encapsulation function. ONU is
subscriber equipment of E-PON network (CPE :
Customer Premise Device), and ONU converts the
incoming optical PON traffics into phone, T1/El,
and 10/100Mbps Ethernet service for end user.

TDMolP processor receives Ethernet frame
from E-PON ONU MAC, and converts it into
T1/E1 signal, and then sends it signal to T1/El
interface. In reverse operation, this processor
receives T1/El signal from T1/E1l interface, and
converts it Ethernet frame, and then sends the
frame to OLT.
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Figure 5. ONU architecture in E-PON
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5. conclusion

In this paper, we addresses the scheme
to tramsfer both Ethernet frame and TI1/E1l
TDM signals by adding TDMolP technology
to E-PON. For this, we design the interface
board to convert T1/El signal to Ethernet
frame in OLT and ONU. This system can
provide both data service and T1/E1l leased
line service based on E-PON, and then can
save the cost of network installation. And if
the new access network must be installed,
it 1s possible to save the cost and transit it
to NGN (Nest Generation Network) based
on IP by using E-PON system having TDM
transmission function.

In future, we will use QoS control
functions to guarantee QoS for all services,

and then verify the performance.
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