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In this paper, we discuss the user-customized interaction for intelligent home

environments. The interactive systemis based upon the integrated techniques using both
speech and face recognition. For essential modules, the speech recognition and synthesis were
basically used for a virtual interaction between user and proposed system. In experiments,
particularly, the real-time speech recognizer based on the HM-Net(Hidden Markov Network)
was incorporated into the integrated system. Besides, the face identification was adopted to
customize home environments for a specific user. In evaluation, the results showed that the
proposed system was easy to use for intelligent home environments, even though the
performance of the speech recognizer did not show a satisfactory results owing to the noisy
environments.
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home environments.

When talking about the intelligent home,
it means different things to different people.
The interactive system using face
identification is integrated with the essential
components such as speech recognition, and

1. Introduction

Currently, there are many methods of
biometrical identification such as eye iris,
retina, voice, face etc. Among them, the face
recognition has been one of the most widely

used biometrics for personal verification. Its
advantage is that 1t does not require
physical contact as well as any advanced
hardware. It can be used with existing
image capture devices such as web cam,
security cameras etc. The system of face
identification matches the given input face
image with the one stored in its database
and a degree of similarity is finally
computed. If such score i1s higher than a
certain acceptance threshold, then the person
is classified as a one of the registered users.
In the present paper, the face identification
can he used for the interface of
user customized svstem in the intelligent
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speech synthesis. Assuming that we sit on
the sofa that is interconnected with both
touch sensor and subsystem of face
identification, the user—customized interaction
is then automatically formed so that the
intelligent home can provide you with more
convenient and comfortable living
environments.

The basic idea is based on the fact that
the place we spend most time at home is
our living room, particularly on the sofa.
The concept is started on the assumption
that the interaction between user and system
can be built when user sits on the sofa. The
proposed system is designed to allow users
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to converse with their home based on the
user-customized  interaction  where  the
system puts emphasis on an easy-to-use
and user-{riendly man-machine interface.

2. Interface for Speech Recognition
Using Hm—-net

HMM(Ihidden Markov  Model) 1s  a
mathematical model which has been widely
used In speech recognition systems. In this

study, wc used HM-Net(Hidden Markov
Network){1,2] which i1s an efficient
representation of context-dependent
phonemes  for  speech  recognition.  The
IIM-Net, which has various state lengths
and  sharestheir states one another, is

automatically generated by SSS(Successive
State Splitting)[2,3). The SSS is an iterative
algorithm that progressively grows HM-Net,
where cach  state in the network is
associated with a 2-component Gaussian
mixture.

In the algorithm, a state is selected to be
split according to which has the largest
cdivergence between its two mixtures. The
state 1s then split on the contextual and
temporal domains, and the one giving
greater likelihood 1s chosen. The affected
states are retrained using the Baum-Welch
algorithm([4]. The above procedure is iterated

until getting to a pre-defined number of
states.

The Phonetic Decision Tree-Successive
State  Splitting[5]  based on the SSS

algorithm is a powerful technique to design

topologies  of  tied-state  models, and is
possible  to  generate  highly accurate
[IM-Net. Each state of HM-Net has the

mformation such as state index, contextual
class,  lists  of preceding and succeeding
states, parameters of the output probability
density  distribution and  the state transition
probability.  If  contextual  information  is
given,  the  model  corresponding  to  the
context can be determined by concatenating
assoctated within the
the preceding and  succeeding

several states

restriction of

state lists.
The final splitting

network of  states that efficiently represents

result  of  state 15 A

a collection of context dependent models. In
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contrast to the training process of the
existing HMM, the architecture of the
models can be automatically optimized

according to the duration of utterances. As a
result, the number of states in vowe's
increases more than that of states in
consonants in terms of the architecture.

In case speech signals are given to the
system, the acoustic features are first
extracted for pre-processing, and then given
to the first and the second pass search
modules that use tree-structured lexicon,
HM-Net Triphones, and semantic grammars.
The HM-Net speech recognizer has been
proved that it produced better performance
than the conventional HMM in the
experiments of  phoneme, word, and
continuous speech recognition[6,7].

3. Interface for Face ldentification

The face identification algorithm
implements  advanced face localization,
enrollment and matching using robust digital
image processing algorithms. The interface
has two operation modes such as enrollment
and matching. It first processes the input
face image, extracts features and writes
them to the database. In the mode of face
enrollment with features generalization,
particularly, it generates the generalized face
features collection from a number of the face
templates of the same person. Each face
image is processed and features are
extracted. Then collections of features are
analyzed and combined into one generalized
features collection, which is written to the
database. The quality of face recognition
increases if faces are enrolled using this
mode mentioned above. In the mode of
matching, on the other hand, it performs the
matching process between new face image
and face templates stored in the database.

In this study, the interface for face
identification was adopted for a
user customization of interactive system. In
experiments, we used the VeriLook SDKI8]
for the mterface of face identification.

4. The Proposed Interactive System

The proposed  svstemy can he built by
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integrating two main module of both
HM-Net speech recognition and face
identification, mentioned in the previous

chapters. Figure 1 shows the flow diagram
of the processing based on the proposed
system, which is operated in real time. It
shows how to build the interaction between
user and system.
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Fig. 1. The flow diagram of building interaction
between user and system.

If user sits on sofa, the system catches
signals from touch sensor and then activates
face identification engine to detect face area.
If the system recognizes who is sitting on
the sofa, it adapts itself to the new
circumstances. The system then activates
the speech recognition engine where the
virtual interaction between user and system
is built wusing speech recognition and
synthesis[9]. In case speech recognition is
activated, system provides the
user—customized services. It can notify the
user of necessary information such as
important messages or schedules. In the
proposed system, the list of the registered
recognition candidates can be automatically
updated according to the corresponding
recognition results.

Figure 2 shows the main window frame
of a user interface, which has been made by

VC++,  with the modules of speech
recognition and face identification. The
system provides several functions. First, it is
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possible for user to control multimedia
application programs such as video, MP3
player, CD player etc. Besides, several kinds
of electrical appliances such as electrical
fans, lamps can be controlled by the power
relay unitsof print-port interface.

Fig. 2. Main window frame of a user interface.
(num.1: interface for video processing, num.2:
interface for face identification, num 3: interface
for speech recognition)

5. Experimental Result

All speech data were sampled at 16kHz,
quantized at 16 bits, pre-emphasized with a
transfer  function of (1-097z'), and
processed to extract acoustic features using
a 26ms Hamming window with a 10ms shift.
The feature parameters consisted of total 39
order LPC Mel Cepstrum coefficients
including the normalized log—power, the first
and the second order delta coefficients. For
the training process, the database of
ETRI(400 speakers*280 utterance 112,000
utterance) was used.

" For experiments, total 41 male college
students were participated in the evaluation
of the system. For examining the human
performance on the accuracies of the
proposed system, we first showed them a
demonstration of how to use and operate the

system, and made them to use it for
themselves.

Table 1 shows the average recognition
accuracies in each module such as face

identification and speech recognition. For the
evaluation of speech recognition incorporated

into the proposed system, total 738
utterances(1l  users 18 utterances) were
used. The evaluation was performed in the
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laboratory environments with the noises
such as computer cooling fan or bhuzz of
voices. In experiments, we adopted speech
recognizer with 2,000 states and 4 mixtures

per state. For the evaluation of face
identification, on the other hand, 41 male
college students were first registered in

facial 1mage database and the identification
test in each user was then conducted.

Table 1. Experimental Conditions for Speech
Recognition and Recognition Accuracy.

Module Accuracy(%)

Face
Identification

(40/41)*100 = 976

Speech
Recognition

(530/738)%100 = 71.8

As the evaluation using questionnaire, all
participants marked ranks from 1- to
5-point about how easy and how useful they
thought the system was to use. We could
get the results as shown in table 2 that the
proposed system was relatively easy to use
in real applications.

Table 2. Evaluation of The Proposed System
Using Questionnaire (Question: Was The System
Euasy to Use?, Score: 1{Very Difficult) 5(Very

Easy)).
; ] Ranks L
T'ypes " 5 3 71 3 Sum
Scores 2 3 15 17 4 4]
% 4.9 73 1366|4141 98 { 100
6. Conclusion
This study has described the
user customized interactive svstem based on
the  speech  and  face  recognition  for
mtelligent home  environments. The results
from the experimental evaluation have
shown  that  the proposed  system  had

relatively good  performance. This means a
possibihty for building virtual interaction
using the svstem that might give us much

d

more  converment  and  comfortable  living
cnvironments.  Tlowever,  the  accuracy of
~pecelh recognition was unsatisfactory owing
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to the noisy environments, diverse speaking
rates, and speaking styles of users.
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