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Abstract 
 
 Precision approach and landing of aircraft in a remote landing zone autonomously present several challenges. Firstly, 
the exact location, orientation and elevation of the landing zone are not always known; secondly, the accuracy of the 
navigation solution is not always sufficient for this type of precision maneuver if there is no DGPS availability within 
close proximity. This paper explores an alternative approach for estimating the navigation parameters of the aircraft 
to the landing area using only time-differenced GPS carrier phase measurement and range measurements from a 
vision system. Distinct ground landmarks are marked before the landing zone. The positions of these landmarks are 
extracted from the vision system then the ranges relative to these locations are used as measurements for the extended 
Kalman filter (EKF) in addition to the precise time-differenced GPS carrier phase measurements. The performance of 
this navigation algorithm is demonstrated using simulation.    
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1. Introduction 
 

With full GPS operational capability declared in the mid-1990s, 
research has been ongoing in the development of a local area 
augmentation system to provide an all-weather approach, landing 
and surface navigation capability, that can fulfill the Required 
Navigation Performance (RNP) parameters (accuracy, 
availability, integrity and continuity) for CAT I/II/III aircraft 
precision approach and landing, as a replacement for the 
Instrument Landing System (ILS) and Microwave Landing 
System (MLS). Standalone GPS and conventional code-phase 
differential GPS are unable to meet the stringent navigation 
requirements in most airborne applications, because the 
performance of satellite-based navigation systems are dependent 
on both the number and geometric distribution of satellites 
tracked by the receivers. Due to the limited number of GPS 
satellites, a sufficient number of visible satellites cannot be 
guaranteed everywhere, 24 hours a day. Even in situations when 
some low elevation satellites can be tracked, the measurements 
from these satellites are contaminated by relatively high 
atmospheric noise. Though greater satellite visibility can be 
expected with the development of Galileo by the European 
Commission (EC) and European Space Agency (ESA) and new 
funding for the restoration of the Russian GLONASS announced 
by the Russian Federation, the intrinsic shortcoming of satellite-
based positioning systems results in poor accuracy in the vertical 
component, which is typically about three times worse than that 
of the horizontal components.  
 
Studies have shown that some means of augmentation can 
address these drawbacks in order to meet the specified 
requirements. Airport pseudolites have been suggested as an 
alternative to satisfy the stringent performance requirements of 
CAT I/II/III approach systems. Airport pseudolites are ground-
based transmitters which emit GPS-like signals; that enhances 

GPS navigation by providing increased accuracy, availability and 
integrity. Navigation accuracy improvement can occur due to 
better local geometry, as measured by a lower vertical dilution of 
precision (VDOP), which is crucial in aircraft precision approach 
and landing applications. Accuracy and integrity enhancement 
can also be achieved by using an airport pseudolite’s integral 
data link to support differential modes of operation and timely 
transmission of integrity warning information. Availability is 
increased because airport pseudolites provide additional ranging 
sources to augment the GPS constellation. Flight trials have been 
conducted as a joint project between DSO National Laboratories, 
Singapore and Satellite Navigation And Positioning (SNAP), The 
University of New South Wales, Australia. Results demonstrated 
the effectiveness of an integrated carrier-smoothed differential 
GPS/pseudolite system which is able to achieve sub-meter 
accuracies both laterally and vertically [1] [2]. 
 
The use of airport pseudolites offers many potentially benefits 
for GPS airborne applications. However, there are a number of 
technical issues, which must be addressed. Some of the main 
issues are ground multipath, and the ‘near-far’ problem where 
large power level variation is expected over the final approach 
path. More importantly, the number and the geometric 
distribution of the airport pseudolites on the ground will also 
have a significant impact on the performance of an augmented 
system. The overall performance can be affected in terms of the 
positioning accuracy, integrity and reliability of the ambiguity 
resolution. Multipath is also expected to be the largest error 
source for the ground reference station [14].  
 
This paper describes an alternative design of a multisensor 
navigation system for precision approach and landing consists of 
an integrated tactical-grade ( ) inertial navigation system 
(INS), Global Positioning System (GPS) and a vision system, as 
seen in Figure 1 the multisensor navigation system configuration. 
The raw measurements from the standalone GPS and vision 
system are the time-differenced GPS carrier-phase measurements 
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and relative range measurements to the ground landmarks 
respectively. The processing of velocity measurements using 
time difference carrier phase provides an increase in velocity 
accuracy of the navigation solution which leads to increase in 
attitude accuracy but lacks in state observability in position 
estimates and relative information to remote landing zone. 
Distinct ground landmarks are marked before the landing zone. 
The positions of these landmarks are extracted from the vision 
system then the ranges relative to these locations are used as 
measurements. For the vision system in this case it is assumed to 
be able to provide 3 dimensional positions of the ground 
landmarks (e.g., radar, LIDAR or stereo vision) and provides 
range measurements. A centralized filtering strategy is used by 
fusing the raw sensor measurements from all the navigation 
sensors. Usually DGPS corrections are required in order to 
exploit the high accuracy of the carrier phase measurements by 
removing the common mode errors like atmospheric errors, 
satellite ephemeris and clock errors. Techniques like carrier 
smoothed differential code or ambiguity resolution can be 
applied and result in positioning accuracy in the order of 
centimeter or better. However in this paper, the technique 
proposed does not necessitate differential GPS corrections or raw 
measurements being transmitted from a base station. To evaluate 
the performance of the multisensor navigation system for 
approach and landing, simulations are conducted according to 3 
different scenarios: carrier-smooth code-differential GPS/INS, 
the proposed integrated GPS/INS/vision system and INS aided 
with standalone GPS measurements are performed. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure1. Indirect Feedback Multisensor Navigation 
Configuration 

 
2. Integration Architectures 
 
The types of system integration are characterized in two ways: 
by the extent to which data from each component aids the other’s 
function, that is, by the mechanization or the architecture of the 
system; and by the method of combining or fusing the data to 
estimate navigation solution. Although, to some extent, the 
method of data blending actually reflects the mechanization 
imposed by the hardware configuration, different levels of 
processing may be applied to a particular mechanization. In fact, 
clear distinctions between mechanizations and methods of data 
processing fade as the system integration becomes tighter.  
 
More descriptively, the mechanization is referred to as a 
coupling, where no coupling (uncoupled integration) implies no 
data feedback from either instrument to the other for the purpose 
of improving its performance; and, in tight coupling the sensors 
are treated as belonging to a single system producing several 
complementary types of data that are processed simultaneously 
and optimally and used to enhance the function of individual 
sensor components where possible. Tightly coupled systems 
combine unprocessed measurements from the sensors through a 
single estimator. In a loosely coupled system processed data 
from one instrument are fed back in an aiding capacity to 

improve the utility of the other’s performance, but each 
instrument still has its own individual data processing algorithm. 
Loosely coupled systems are also known as a filter-aided-filter 
where processed measurements are then combined through 
another estimator to obtain a final estimated navigation solution. 
   
3. Velocity Estimation Using Differences of 
Carrier-Phase Measurements 
 
The velocity vector can be extracted from the GPS 
measurements in two methods. The first option is using the 
Doppler raw measurement, which provides directly the radial 
velocity from Phase Lock Loop (PLL) and the second method 
uses a basic form of the carrier phase measurements difference 
between two epochs. It is known that the phase velocity 
estimation is more accurate than Doppler observations [3]. In the 
following section a method is presented, which allows to 
increase the performance of tightly-coupled systems by using 
carrier phase measurements instead of delta-range measurements 
to aid the INS. 
 
3.1 Carrier Phase Measurements 

 
A measurement much more precise than that of a code phase is 

the phase of the carrier received from a satellite. The carrier 
phase measurement is the difference between the phases of the 
receiver-generated carrier signal and the carrier received from a 
satellite at the instant of the measurement. The phase of the 
received signal at any instant can be related to the phase at the 
satellite at the time of transmission in terms of the transit time of 
the signal. The carrier phase measurement is this thus an indirect 
and an ambiguous measurement of the signal transit time. 
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The measurement model of a carrier phase measurement can 

be written as  
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where φ  is the measured carrier phase in cycles; r  is the 
geometric range between the user position and the satellite 
position; λ  is the wavelength;  is the speed of light; is 

the ionospheric error;  is the tropospheric error; 

c φI

φT utδ  is the 

user clock error; stδ  is the satellite clock error;  is the 
integer ambiguity and 

N

φε  is the unmodelled effects, modeling 
error and measurement error. 
 
3.2 Time-Differenced Carrier Phase Measurements 
 
Carrier phase measurements are encumbered with integer 
ambiguities which have to be resolved before the measurements 
can be used for precise positioning and navigation. The integers 
remain fixed as long as the carrier tracking loop maintains lock. 
Momentary loss of phase lock can result in a discontinuity in the 
integer cycle count even though the fractional part of the phase is 
measured continuously.  
 
Operations using carrier phase processing for accurate estimation 
in general carry a burden of resolving and maintaining cycle 
counts. Without that cycle count information, position estimates 
are ambiguous; in error by an unknown integral number - 
potentially a very large number - of wavelengths. In real-time 
kinematic (RTK) mode, the measurements at the reference 
station are transmitted to the rover on a communication link. A 



key feature required by RTK is the ability to estimate the integer 
ambiguities while the rover is in motion and common mode 
errors are removed by using measurements from the base station. 
Integer resolution techniques, while clever and often successful, 
carry disadvantages that can seriously compromise overall 
success. Potential problems include delays that can disrupt real-
time operation because the general RTK technique for solving 
for the correct ambiguity is to search the uncertainty region for 
the correct solution using error minimization techniques. This 
requires a minimum amount of geometry change between the 
user and the satellites. The amount of change required depends 
upon the initial uncertainty, which is usually that of the double-
differenced pseudorange measurement solutions [7]. Further 
problems can arise from temporary false indications of ambiguity 
resolution, producing errors far beyond acceptable design limits 
[6]. 
 
Triple differenced carrier phase measurements are already used 
in many applications, for estimation of GPS velocity which is 
independent of ambiguity terms [11] and mostly for detection of 
cycle slips. Triple differenced measurements are obtained by first 
forming differences between the measurements of a base station 
and a rover, second between different satellites and finally 
between two successive epochs. With the approach described 
here, only differences between two successive carrier phase 
measurements at and , respectively are formed and a 
reference station is not required. Such a time differenced carrier 
phase measurement (in cycles) can be formulated as follows: 
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 (2) 
where rΔ is change in range between two measurement 
epochs; is the user clock drifts and the remaining 
measurement error that is not removed by forming time 
differences is denoted with  which is the combined error due 
to changes in the satellite clock, ionospheric and tropospheric. 
Using time difference of the carrier phase measurements from 
two consecutive epochs eliminates the integer ambiguity,  
and common mode errors allowing direct estimation of precise 
velocity. The constant integer phase ambiguity is removed 
completely and an estimation of this quantity using techniques 
like RTK is not necessary.  

Ut&δ

φΔε
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A model for change in range, rΔ  between two consecutive 
epochs can be approximated by 
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where  is the satellite velocity vector, known from the 
navigation message broadcast by the satellite;  is the user 
velocity vector, to be estimated. The user-to-satellite line-of-
sight unit vector  at time  is determined from an estimate 

Substituting Eq. (3) 
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of the user position.  

into Eq. (2) leads to a time differenced 
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he carrier-phase derived Doppler can be obtained using 

his section presents the filter model propagation and 
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where and 

carrier phase measurement (in meters) 
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T
different techniques: differencing carrier phase measurements in 
the time domain, normalizing them with the time interval of the 
differenced measurements, Eq. (2), by fitting a curve using 
polynomials of various orders with successive phase 
measurements, or using first order central difference 
approximation of the carrier phase rate [10]. 

 
4. Extended Kalman Filter Design Description 
 
T
measurement models. The following presentation will be divided 
up by navigation subsystems; first the INS portion of the model 
will be presented then the GPS. In this paper, a tightly coupled 
GPS/INS/Vision system is realized using a 17-state extended 
Kalman filter where the error state is given by 
 

T
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δr , δv ψ are the general INS error states of 
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.1 INS Error Model 

arious form of INS error models have been developed, however 
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here  and 

position ve ties a  attitudes whereas bδf  and bδω  are 
the accelerometer and gyroscope bias respecti y mode  as a 
first-order Gauss Markov processes; 
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all these models can be derived using a unified approach, and 
considered equivalent. The ψ-angle error model is obtained from 
a linear perturbation analysis of the strapdown inertial navigation 
errors in the navigation frame (n-frame), which is the navigation 
frame maintained by the inertial navigation system. The 
computer frame is a “known” reference frame, hence 
perturbations of the computer frame angular position and angular 
rate are zero. This leads to a simpler model than the φ-angle error 
model. The INS error model used in this paper is based on the 
Psi-angle approach developed by [8] [13]: 
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w δv , δr ψ  are the velocity, position and attitude 
ect  re eerror v ors spectiv ly; ∇ , the accelerometer error vector; 

gδ , the error in the computed gravity vector; ε , the gyro drift 
tor; n

enω , the angular rate of the n-frame with respect to the 

earth; ω  the angular rate of the earth with respect to inertial 

space a nnn ωωω += , the angular rate of the n-frame with 
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here the s -matrice  expre ed as: w ub s are ss
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here  is the Earth radius plus vehicle altitude; w eR

b∇τ and 
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.2 GPS Receiver Clock Error Model 

 basic 2-state model is commonly used in most Kalman filter 

he differential clock model is [5]: 

           (10) 

 
.3 Measurement Model 

he observation model of the filter is based on two types of 

ime-Differenced GPS Carrier Phase Measurement Model 

here are two approaches to derive the difference measurement. 
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A
implementations allows for the estimation of both clock bias and 
drift, representing the dominant error source associated with the 
GPS measurements. Numerical values for the spectral densities 
of the white noise forcing functions depend on the quality of the 
crystal clock. Besides the receiver clock error model, filter 
designers have also been concerned with the errors in the 
pseudorange and carrier phase measurements to each satellite 
due to residual satellite clock and orbit errors, transmission path 
effects (atmospheric errors) and tracking loop errors. Inclusion of 
an error state for each of these measurements can obtain a 
calibration of the measurement under certain conditions.  
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T
measurements. The first is the velocity measurement determined 
by GPS phase rate and the second is the range measurement 
relative to the ground landmarks.  
 
 
T
 
T
Using Eq. (3b), which is a direct processing approach used in 
this paper to derive the range rate difference measurement. The 
measurement is formulated by estimating an INS range rate 
measurement using INS positions and velocities and the 
ephemeris provided satellite positions and velocities and 

subtracted by the time difference GPS carrier phase measurement.  
The INS range-rate, INSrΔ  is derived as follows, 
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kt INS1  is user-to-satellite line-of-sight unit vector at time 

t  d ined from an estimate of the INS position. Since the 
S calculated range rate is a nonlinear function of the INS and 

GPS satellite positions and velocities, a truncated first order 
Taylor series is performed to linearize Eq. (10) for use in the 
EKF. Linearizing the INS range rate also reformats it in terms of 
the error states needed in the error model for the EKF. Evaluating 
the Taylor expansion about the INS velocities, n

INSv  as: 
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A
using a delayed state Kalman filter [4] [5]. However, there are 
several disadvantages using the delayed state Kalman filter: For 
the covariance matrix of the measurement noise of all carrier 
phase differences available at the current epoch has diagonal 
form. Using a delayed state Kalman filter, this diagonal form is 
lost. Therefore, a sequential, scalar processing of these 
measurements which is desirable because of numerical reasons is 
not possible without an additional decorrelation procedure [12]. 
This result in a further increase in computational load, besides 
the already increased computational load due to the usage of a 
delayed state Kalman filters itself. Two alternative delayed-state 
Kalman filter were proposed in [6] [12].  
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there is a relative range measurement updates to the filter. These 
measurement updates are again difference measurements formed 
by taking the difference of the INS estimated range to landmark 
and the range measurement from the vision system. 
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aircraft while approaching the runway, the INS estimated range 
to landmark is defined as: 
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where and 

are the landmark and INS position in the 
n-frame respectively and  is user-to-landmark 

line-of-sight unit vector at time  as determined from an 
estimate of the INS position. Since this equation is nonlinear, a 
Taylor series expansion is performed to generate the first order 
linear equation on terms of the INS position error states  
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and subtracting Eq. (16) from Eq. (14) to form the range 
difference measurement to each landmark: 
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5. Simulation and Results 
 
To investigate the performance of the tightly coupled 
GPS/INS/vision system, simulations are conducted according to 
the following three scenarios: 
  
• Scenario I - the traditional carrier-smoothed code-

differential GPS/INS navigation system [15];  
• Scenario II - the proposed GPS/INS/vision system with 3 

unknown ground landmarks placed before the landing zone 
since at least 3 range measurements are required to estimate 
the aircraft positions.  

• Scenario III – the standalone GPS-aided INS system using 
carrier-smoothed GPS pseudorange measurements. 

 
The nominal flight trajectory in the simulations is approximately 
a straight path to the North aligned to the landing zone starting at 
an altitude of 300 meters, at a constant velocity of 20 m/s, with a 
glide slope of and flight duration of 200 s. The profile of the 
aircraft landing trajectory is shown in Fig. 2. For the Scenario II 
simulation, it is assumed that the ground landmarks are within 
operating range and field of view of the vision system for a 
duration 20 s during the approach (between time interval 150s to 
170s). After that the navigation system switched back to using 
only time-difference carrier-phase measurements as updates and 
the time from the last vision measurement update to touchdown 
as within 30 s. The update rate for the IMU measurements is 
simulated at 100 Hz whereas for the raw GPS and range relative 
to landmarks measurements are updated at 1 Hz. 
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Figure 2 Simulated Flight Trajectory. 

Fig. 3, 4 and 5 show the positional errors from the carrier-
smoothed code-differential GPS/INS system, the tightly-coupled 
GPS/INS/vision system and standalone GPS-aided INS system 
as calculated by the difference between the estimated and 
reference positional data obtained in the simulation. Fig. 4 shows 
that the simulated system performance is comparable to the 
carrier-smoothed code-differential GPS/INS system and it is able 
to track the trajectory sufficiently well to support landing at the 
desired landing zone with 3D positional accuracies within 0.5 m 
from the time the landmarks are within the operating range of the 
vision sensor till end of simulation. Within the period when 
relative range measurements are available there is an 
improvement in the positional accuracies due to changing 
geometry between the aircraft and landmarks. Actually the 
proposed concept is useful even if the absolute positions of the 
landmarks are not known exactly. Consider the case where the 
landmarks have unknown error in its position estimate. Clearly, 
the aircraft navigation solution is computed based on the 
measurements to these landmarks. The subsequent error in the 
aircraft’s estimated position would be approximately the same as 
the error in the landmark positions. The relative position vectors 
between the aircraft and landmarks would be unaffected. In other 
words, the aircraft estimated position is relative to the positions 
ascribed to the landmarks. 
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Figure 3 Tightly-Coupled Carrier-Smoothed Code-Differential 

GPS/INS Position Error Estimates 
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Figure 4 Tightly-Coupled GPS/INS/Vision              

Position Error Estimates 
 
Fig. 5 shows the performance of a standalone GPS-aided INS 
system using carrier-smoothed GPS pseudorange measurements 
as updates. It is apparent that it is unable to meet the navigation 
requirements for an aircraft to perform precision approach and 



landing. Even though with good GPS satellite geometry towards 
the end of the approach, the vertical positional error is about 20 
m. 
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Figure 5 Standalone GPS-aided INS Position Error Estimates 

 
6. Conclusion 
 
In this paper, the processing of time-differenced carrier-phase 
measurements and range measurements relative to distinct 
ground landmarks was proposed for a tightly-coupled 
GPS/INS/vision system. Instead of the traditional precision 
approach and landing which exploit carrier phase measurements, 
differential corrections from a reference and resolving of integer 
ambiguities are not required. The approach proposed in this 
paper has been presented as an alternative simple solution for 
landing aircraft autonomously in remote landing zones. 
 
This topic has by no means been completely explored. Future 
work will involve exploring the possibility of using INS/pSLAM 
(pseudo Simultaneous Localisation And Mapping) concept and 
apply it on both land and air platforms. 
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