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Abstract

A large number of service providers in countridsoakr the world have established GNSS referenagost networks in the last
years and are using network software today to pgeoai correction stream to the user as a routingcsedn current GNSS network
processing, all the geometric related informatianhsas ionospheric free carrier phase ambiguities fall stations and satellites,
tropospheric effects, orbit errors, receiver antblége clock errors are estimated in one centealiXalman filter. Although this
approach provides an optimal solution to the egtongroblem, however, the processing time increassically with the number of
reference stations in the network. Until now omgkg Personal Computer with Pentium 3.06 GHz CPUordy process data from a
network consisting of no more than 50 stationsesl time. In order to process data for larger néte/én real time and to lower the
computational load, a federated filter approach lmaconsidered. The main benefit of this approadhat each local filter runs with
reduced number of states and the computation timthé whole system increases only linearly with tlumber of local sensors, thus
significantly reduces the computational load coragdp the centralized filter approach.

This paper presents the technical aspect and peafare analysis of the federated filter approaclst Tesults show that for a
network of 100 reference stations, with the ceiztedl approach, the network processing includingspheric modeling and network
ambiguity fixing needs approximately 60 hours t@gass 24 hours network data in a 3.06 GHz computkich means it is
impossible to run this network in real time. Wittetfederated filter approach, only less than 1 i®aeeded, 66 times faster than the

centralized filter approach. The availability amdlability of network processing remain at the sarigh level.
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1. Introduction

The network RTK technology was one of the mostregtng
research topics in high precision GPS real timétipogng in the
last few years (Chen et al, 2003, 2004, 2005; Kolble2005,
Landau et al, 2002; Vollath et al, 2000, 2001). @arng with
traditional single base RTK technology, network Rigfhoves a
significant amount of spatially correlated errorgedto the
troposphere, ionosphere and satellite orbit eraod,thus allows
performing RTK positioning in reference stationwetks with
distances of 40 km or more from the next referestaion while
providing the performance of short baseline paositig.

Trimble provides the Network RTK software solution
GPSNet" since 1999 (Vollath et al, 2000). Currently morarth
2000 reference stations are operating in netwarkdére than
30 countries using the Trimble GPSNet solution.aQabcessing
in GPSNet utilizes the mathematically optimal Katmglter
technique to process data from all network refezesiations.
This comprehends modelling all relevant error sesirincluding
satellite orbit and clock errors, reference statieoeiver clock
errors, multipath and particularly ionospheric anapospheric
effects.

To optimize real-time computational performance,e th
Trimble patented FAMCAR (Factorized Multi-Carrier Aigbity
Resolution) methodology has been used to factorizemelated
error components into a bank of smaller filters, iGeometry
filter and Geometry-free filters and code-carritiefs (Vollath et
al, 2004, Kolb et al, 2005). This approach resiltsignificantly
higher computational efficiency. However, due te flact that
the geometry filter still contains a large numbgstates (several
hundreds to thousand states depending on the nushis&ations
in the network), GPSNet until nhow was able to pssc&0
reference stations on a single PC server only, largivorks are
divided into sub-networks and operated by multirsesolutions.

In recent years, more and more service provideve Isatup
reference networks to provide nation-wide or regidde RTK
services. Many of them contain more than 50 refarestations,

i.e. JENOBA, Japan (338 stations), ASCOS, Germany (13

stations); Ordnance Survey, United Kingdom (86iata), and
many existing network operators intend to exterarthetwork
to serve larger areas. In order to allow the preiogsof larger
networks on one single PC, an efficient approachedeFated
Geometry Filter — has been developed and implerdeirie
Trimble’s latest infrastructure software (GPSNaeatsien 2.5).

2. Centralized Geometry Filter

The geometry filter plays an important role in t&dNSS
network data processing. It provides not only tbatfestimation
of ionospheric-free ambiguities for later networknkaguity
fixing, but also provides ZTD (troposphere zendtat delay) for
numerical weather prediction (Vollath et al, 200Bhis filter is
usually running with a centralized Kalman filter.tpical setup
of the state vector in the filter is:

Tropospheric zenith total delay (ZTD) per station
Receiver clock error per station

Satellite clock error per satellite

lonosphere-free ambiguity per station per satellite
Orbit errors

Table. 1 gives number of states in the filter vgihen number
of stations and number of satellites observed eth station. For
a 20 station network and 12 satellites observedaich station,
the filter has 328 states; for a 120 station netwand 18
satellites observed in each station, the filter &2 states. With
the increase in the number of stations in the né¢wad number
of satellites observed on each station, the nurobstates thus
processing time will increase dramatically.



Table 1. Number of states in the centralized gepniiter

Stations Satellites States
12 328
20 15 400
18 472
12 608
40 15 740
18 872
12 1168
80 15 1420
18 1672
12 1728
120 15 2100
18 2472

Fig. 1 shows the number of multiplications requifed one
filter step (one epoch of data sent through therjilfor a given
number of stations with the assumption that 12llgete are
observed on each station. As the most expensivatpe in the
filter is the multiplication, this figure can be @pximately
interpreted as the relationship between numbertaifoss and
computational load of the filter. In Fig. 1, theublbars give the
number of multiplications in billions for number sfation from
10 up to 120. The pink line in the figure represermhe
function (36X)® , which fits perfectly to the required

multiplications. So, it is clear that the compuwatl time
increases cubically with number of stations inrieévork.
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Fig. 1 Relation between number of reference statiamd
required multiplication of one filter step

3. Federated Geometry Filter

The Federated Kalman filter was introduced by N. A. Soar
(1990). The basic idea of federated filter is that:

1. Abank of local Kalman filters runs in parallel. deefilter

So, the main benefit of this approach is that dachl filter
runs with reduced number of states and the conipuotéime for
the whole system increases only linearly with theréase of the
number of local sensors. This significantly reduct®e
computational load compared to the centralizedrfétpproach.

For GNSS network processing, each reference stadonbe
treated as a local sensor with unique states likB,Zeceiver
clock error and ionosphere-free ambiguities (2+iekg n is
number of satellites in the system), and commonestike
satellite clock errors and orbit errors ( n+m*n,er n is number
of satellites in the system and m is number of togsior
parameter per satellite). Therefore the federaitezt fapproach
can be applied. As there are still too many comratates, a
further step can be taken to further reduce thepcational load.
The satellite orbit error states are estimated witihame filter.
This frame filter uses only a subset of the refeeestations in
the network to estimate the orbit error parametéten the
estimated orbit errors are applied directly to obsgon
processed in the local filters.

Fig.2 illustrates the block diagram of a FederaBbmetry
Filter for GNSS network processing. This approachtains one
frame filter, a bank of single station geometryefis (one per
reference station) and one central fusion madter.fi
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Fig. 2 Block diagram of a Federated Geometry Filter

4. Performance Analysis

The performance analysis includes two parts. Onleigost-
processing performance comparison between the atieett
geometry filter approach and federated geometigrfdpproach.
It is focusing on the server performance — avditgbreliability
of the network processing and processing time. &ther part is
the real-time performance analysis focusing on RA& rover
positioning and fixing performance in the network.

4.1 Post-processing Performance

operates on measurements from one local sensor onlyrhe post-processing performance study uses a postgsing

Each filter contains unique states for one locakse and
common system states for all the local sensors.

version of GPSNet. The first test performed is teak the
availability (percentage of fixed ambiguities) ameliability

2. A central fusion processor computes an optimally (hercentage of correctly fixed ambiguities) with tibothe
weighted least-square estimate of the common systententralized geometry filter approach and the feergeometry

states and their covariance.

3. Then the result of the central fusion processéedsback
to each local filter to compute better estimates tfe
local unique states.

filter approach. Four days of data (days 289, 29, and 322
of the year 2003) from the Bavarian Land Survey DBepant
BLVG network (45 GPS stations, Germany) and thrags df
data (days 113, 114 and 115 of the year 2003) ff@German
ASCOS sub-network (28 GPS/GLONASS stations) werd use



the test. Table 2 summarizes the test resultsti®IGPS only
network (BLVG), both approaches give similar resuitgerms
of availability and reliability. For the GPS/GLONASnhetwork,
the federated filter approach gives a slightly low&ailability
which is contributed from the GLONASS satellites.

Table 2. Post-processing performance test (avéflaband

reliability)
Network Centralized Approach| Federated Approach
availability | reliability | availability reliability
BLVG289 | 98.86 100 99.05 100
BLVG290 | 99.05 100 99.06 100
BLVG291 | 98.99 100 98.98 100
BLVG322 | 97.79 100 97.40 100
ASCOS113| 92.98 100 92.48 100
ASCOS114| 96.26 99.85 94.75 99.87
ASCOS115| 92.48 99.93 90.85 99.95

The second analysis is to check the processingrigeeed by
the centralized and federated geometry filter apgines. In this
test, one day data of 123 reference stations friwm German
states [Bayern, Nordrhein-Westfalen, Hessen, Théringnd
Niedersachsen] was used as shown in Fig. 3.
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Fig. 3 Test Network

From these 123 stations, we selected 50, 60, 7Gouf00

stations to run network processing with both apghea. The
total processing time (including data preparatimmosphere
modeling and network ambiguity fixing) of each pees for one
day of data is summarized in Table 3. For a 5Qastatetwork,

the federated filter approach uses 20 minutesdogss the data,
while the centralized filter uses 173 minutes. Bot0OO station
network, the federated filter approach uses 38 tasuvhile the
centralized filter approach used 358 minutes (yea® days) to
process one day of data, which means it is implessibprocess
data in real-time. Table 3 also gives the ratipmfcessing time
between centralized filter and federated filterrapph. For a 50
station network, the federated filter approach iings faster
and for a 100 station network, the federated fégproach is 66
times faster than the centralized filter approddtis test proves
that the federated filter approach is highly coragionally

efficient for large networks (Table 3).

Table 3 Processing time comparison

Number Centralized| Federated.| Ratio
of Stations | [Minute] [Minute]

50 173.35 20.57 8.42
60 280.83 25.56 10.98
70 455.03 31.28 14.5p
80 697.83 38.23 18.2p
90 1152.47 53.15 20.5p
100 3581.46 56.85 66.50

4.2 Real Time Performance

For the real time test, two GPSNet systems wereugein
parallel. One was running with the centralizedefilapproach.
Real time data streams of 45 stations from the BLh&Bvork
were used in this configuration. Another system wasning
with the federated filter approach. Real-time dateeams of
more than 100 stations from the German SAPOS nktwere
used in this configuration. Two Trimble 5700 rovéssated in
Trimble Terrasat office were used to verify theeopositioning
and fixing performance. The VRS data streams geserom
these two systems were streamed to both roversatgply. The
nearest reference station was 16 km away in batbsca

Fig. 4a — 4c show the north, east and height rgesition
errors in meters. The figures show that the rovesitipning
performances from these two systems are very sinilgically
the difference is within 1 mm. Table 4 summarizZes statistics
of position errors over one day, which indicate tttihe
positioning performances from both systems aresttmee from a
statistical point of view.
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Fig. 4b Rover position error — East [m]



Rover Position Errors - Hefaht (good & bad) in case of large networks. Performance analysesv sthat

availability and reliability of network processiage comparable
and the rover performance stays the same comparetthet
centralized filter approach.
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