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ABSTRACT: Sequential Pattern Mining is the mining approach which addresses the problem of discovering the
existent maximal frequent sequences in a given databases. In the daily and scientific life, sequential data are available
and used everywhere based on their representative forms as text, weather data, satellite data streams, business
transactions, telecommunications records, experimental runs, DNA sequences, histories of medical records, etc.
Discovering sequential patterns can assist user or scientist on predicting coming activities, interpreting recurring
phenomena or extracting similarities. For the sake of that purpose, the core of sequential pattern mining is finding the
frequent sequence which is contained frequently in all data sequences. Beside the discovery of frequent itemsets,
sequential pattern mining requires the arrangement of those itemsets in sequences and the discovery of which of those
are frequent. So before mining sequences, the main task is checking if one sequence is a subsequence of another
sequence in the database. In this paper, we implement the subsequence matching method as the preprocessing step for
sequential pattern mining. Matched sequences in our implementation are the normalized sequences as the form of
number chain. The result which is given by this method is the review of matching information between input mapped

sequences.
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1. INTRODUCTION

Data mining is a technology that blends traditional data
analysis methods with sophisticated algorithms for
processing large volumes of data. It has also opened up
exciting opportunities for exploring and analyzing new
types of data and for analyzing old types of data in new
ways. All data mining algorithms attempt to fit a model to
the data. They examine the data and determining a model
that is closest to the characteristics of the data being
examined. Nowadays, the rapid growth of the amount of
stored digital data and the recent development data
mining techniques lead to increase in methods for the
exploration of data, creating new data mining problems
and solution.

Sequential Pattern Mining is the mining approach
which approach which addresses the .problem of
discovering the existent maximal frequent sequences in a
given databases. This technique is applied to broad
applications included the analysis of customer purchase
patterns or Web access pattern, analysis of DNA and
protein sequences... Algorithms for this problem are
relevant when the data to be mined has some sequence
nature such as events in the case of temporal information
or amino-acid sequences in bioinformatics.

The sequential pattern mining problem was first
produced by [R. Agrawal and R. Srikant, 1995]. The
input data is a sequence data set. Each sequence in data
set is a list of transactions, where each transaction is a set
of items. The problem is to find all sequential patterns (or
frequent pattern) with a user-specified minimum support,
where the support of a sequential pattern is the percentage
of sequences in data set that contain the pattern. The
substance of counting the support of one sequence is to

check if this sequence is contained by another sequence.
If the result is true, this sequence is called subsequence
and its support count is increased 1. The checking process
is simple if the sequences have one transaction with
individual items. But in fact, the sequences in data set can
have many transactions and each transaction also has
many items. In this case, to check subsequences consists
of checking the order of items in each transaction of that
sequence. So sequential pattern discovery is a
computationally challenging task because there are
exponentially many sequences contained in a given data
sequence.

The core of sequential pattern mining is finding the
frequent sequence which is contained frequently in all
data sequences. Beside the discovery of frequent itemsets,
sequential pattern mining requires the arrangement of
those itemsets in sequences and the discovery of which of
those are frequent. So before mining sequences, the main
task is checking if one sequence is a subsequence of
another sequence in the database. In this paper, we
implement the subsequence matching method as the
preprocessing step for sequential pattern mining with
protein sequences in bioinformatics. Matched sequences
in our implementation are the normalized sequences as
the form of number chain.

The remainder of the paper in organized as follows:
Section 2, the sequential pattern mining problem is
defined and the common sequential pattern mining
algorithms are illustrated. In section 3, our approach is
described with protein sequence databases and the
implementation of this system with its user-interface
figures will be presented in the fourth section. Finally, in
section 5, some conclusions and the outline directions for
future work will be presented.
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2. RELATED WORK

In this section, the problem of sequential pattern
mining is defined and the common algorithms which are
introduced for solving it will be summarized.

2.1 Problem definition

Let I = {iy, i,... iy} be a set of all items. An ifemset is a
non-empty subset of items. A sequence which is an
ordered list of transactions (elements) can be denoted as s
= (5,8,...5,) Where each element s;is a collection of one or
more event as s; = (ij, i>... iy). The number of elements in
a sequence s is called the length of the sequence and a
sequence with length k is usually called k-sequence. A
sequence is maximal if it is not contained in any other
sequence. A sequence ¢ i1s a subsequence of another
sequence s if each ordered element in ¢ is a subset of an
ordered element in s. Formally, the sequence ¢ = (1;1,...1,))
is a subsequence of s = (5,5;...s,) if there exists integers 1
S Jr< jp<.<J,< nsuchthat ;, C sy, 2C 5,..0, T S
S 1f ¢ is a subsequence of s, then we say ¢ is contained
in s. Table 1 gives some examples illustrating the idea of
subsequences for various sequences. As in the example
table, the sequence <{2} {3,6}> is the subsequence of
<{2,4} {3,5,6} {8}>since {2} < {2,4}; {3,6} < {3,5,6}.

Sequence t Is t contained in s?
<{2} {3,6}> | YES
<(l} 2}> | NO

Sequence s
<{2,4} {3.5,6} {8}>
<{1,2} {3,4}>

Table 1. Example of subsequence

A sequence database S is a set of tuples <sid, s> where
sid is a sequence_id and s is a sequence. A tuple <sid, s>
is said to contain a sequence o if o is a subsequence of s.
The support of a sequence o is the number of tuples in
the database containinga. The sequential pattern mining
problem can be defined as: Given the sequence database
S and a positive integer min-support as the support
threshold, sequential pattern mining is to find all frequent
subsequence o whose occurrence frequency in S is no
less than min-support that means supports(c) = min-
SUpport.

2.2 Sequential pattern mining algorithms

A number of algorithms and techniques have been
proposed to deal with the problem of sequential pattern
mining. They are divided into two common approaches
such as apriori-based and pattern-growth algorithms
which are being used as the basis for other structures
pattern mining algorithms.

The Apriori-based method is the generation - and - test
approach based on priori- principle: If k-sequence is
Sfrequent, then all of its subsequence (k-1)-sequence must
also be frequent. The first algorithm as following Apriori-
based approach was AprioriAll [R. Agrawal and R.
Srikant, 1995]. It is a three-phase algorithm: first finding
all itemsets with min-support (frequent itemsets), after

that transforming the database so that each transaction is
replaced by the set of all frequent itemsets contained in
the transaction, and final finding sequential pattern. The
GSP (Generalized Sequential Pattern) algorithm [Srikant,
R. and Agrawal, R, 1996] is an evolution of AprioriAll,
allowing for the incorporation of gap constraints. The key
difference between these two algorithms resides on the
candidate generation produce: GSP creates a new
candidate whenever the prefix of a sequential is equal to
suffix of another one; while the candidate generation of
AprioriAll works by joining two frequent (k-1)-sequences
when their maximal prefixes are equal. To reduce the
database scanning times, SPADE (Sequential PAttern
Discovery using Equivalence classes) algorithm was
introduced in [Zaki M., 1998]. It successfully finds all
frequent sequences in only three database scans. The
pattern-growth method which is the partition-based,
divide and conquers approach is a more recent approach
to deal with sequential pattern mining problems. The key
idea is to avoid the candidate generation step altogether
and to focus the search on a restricted portion of the large
database. Instead of repeatedly scanning the entire
database, it recursively project a sequence database into a
set of patterns mined and after that mines locally frequent
patterns in each project database. Based on this
philosophy, the first introduced pattern-growth algorithms
is FreeSpan [J. Han, 2000], and then the improved
method is PrefixSpan [J. Han, 2001]. Both methods
generate projected databases, but they differ at the criteria
of database projection: FreeSpan creates projected
databases based on the current set of frequent patterns
without a particular ordering, whereas PrefixSpan
projects database by growing frequent prefixes.

3. MATERIALS AND METHOD
3.1 Materials

In area like bioinformatics, which exhibit limited size
alphabet and very long sequences, the sequential pattern
analysis can be applied effectively to the problem of motif
finding between bioinformatics sequence  and
classification protein sequences based on their structures.
Before the mining phase in almost all of sequential
pattern mining algorithms, the main task is checking if
one sequence is a subsequence of another sequence in the
database to support the finding the frequent sequence. In
this part, we will describe about subsequence mapping
method, which is the preprocessing step for sequential

pattern mining, for sequences in the CATH
bioinformatics database.
The CATH database is a hierarchical domain

classification of protein structures in the Protein Data
Bank (PDB). In this database, protein structures are
classified using a combination of automated and manual
procedures. There are four major levels in this hierarchy:
Class, Architecture, Topology (fold family) and
Homologous superfamily. Each level is assigned a
unique numeric label (‘CATH number’). We use
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sequences in H-level, which groups together protein
domains which are thought to share a common ancestor
and can therefore be described as homologous. CATH
sequence database which is considered as the data-
sequence was built as form (CATH code, ProteinID,
Protein sequence)

to create the sequence database as form (CATH code,
MPs). For each protein in each class, we will check the
list of MP in order. In one class, there are many protein
sequences and each sequence can contain many different
maximal patterns.

: Min-support 3
Protein ID Protein sequence CATH Pattern length MPs Support
(PDB CATH code) (Homology H-level) code 2 {83, P4} 3
1fupA02 SSNDVFPTAMHVAAL... 1.20.200.10 2 {S3, S5} 3
1g03E01 YELIEGEVVDVVEFGS... 2.40.50.140 3 {G1, T6, 17} 3
lubaA00Q QEKEAIERLKALGFPE... 1.10.8.10 3 {G1, S3, T6} 3
‘ 3 {Gl, V2, 83} 3

Table 2\ Example of CATH database
|

In the H-level which is corresponding to CATH code,
there are many protein sequences in FASTA form with
their protein IDs (PDB CATHcode). Each protein
families are often characterized by one or more motifs —
which are regions or portions of protein sequences that
has a specific striicture and are functionally significant.
Based on each protein sequence and motifs with the same
length at the difference positions in protein sequence as in
the following example table [Gira Narasimhan, 2002], our
preprocessing step is finding the set of maximal pattermn

Location in Motif Protein
seq. 11231451617

14 Glv]is|AlsialvV Ka RbtR

32 G|V|{SJE|M|T|1I Ec DeoR

33 G|VISIP|IG|T]|I Ec RpoD

76 G|A|G|T|A|T]|1I Ec TrpR

178 GICIS|R|E|T]|V Ec CAP

205 C|L|S|P SIR]|L Ec AraC

210 C|{L|S|P|S|R]|L St AraC

Table 3. Example of motifs in protein

3.2 Method

As definition in the section 2, the frequent pattern is
called maximal if it is not in any other significant pattern
(Maximal Pattern - MP). With the input is the set of
aligned motif in specified length and the user min-support,
using the following FindMP algorithm to find the set of
the maximal pattern. The results are in Table 4.

FindMP(aligned motifs in CATH protein sequence, min-sup)
L1 = {1 —- frequent sequence pattern}
For i = 2 to length-of-motif
For every pairs pattens p, q in Li;
If p, q share the first (i-2) items in common
Insert f=p U q into list E;
For every pattern f in E;
If support(f) > min-sup
Insert finto L;
Remove all subsets of f from L;
Return L= u; L

From the protein sequences in corresponded CATH
code and the set of maximal pattern which is the result of
preprocessing frequent mining process, we will map them

Table 4. Result of FindMP algorithm

The subsequence mapping is finding what maximal
patterns in each class to build the data sequence database
for sequential pattern discovery. Each row in the mapping
result is the transaction which has transaction ID as
CATH class code and itemsets as the list of maximal
pattern contained in that class. Based on that data
sequence database, after the first step — subsequence
mapping between protein class and maximal, we use
ApioriAll algorithm to find all sequential patterns in it
based on the user support threshold.

AprioriAll ((CATH code, MPs) database, min-sup)
L1 = {1 — frequent sequence pattern};
intk=1;
while (i1 # D) {
Cx = candGen(L-1);
Cy = candPrun(Cy);
Ly = supBasedPrun(Cy);
k€ k+1
}

Return C = wy Cy

4. IMPLEMENTATION

For building this method with the user interface, we
used WindowXP as operating system and Java (version
1.5+) which supports for network and user interface
programming as programming language. To simple the
raw sequence data which has the form as amino acid
chain, we normalize them by making index of amino acid.
When mapping, all of the protein sequence and maximal
pattern have number chain form.

Input method |

& Gatdatgin existed filag

 Get data by directly input.

0K Cancel

Figurel. The optional user interface for input
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With the first simple user interface as Figure 1, user can
choose one of two ways to input data: choose the
preprocessed file data or input data directly for mapping.
The raw data in number chain are saved in the file *.csv
(Comma Separated Values). When choose one of these
files to process, it has some unwanted elements which

-make the mapping difficult such as blank, redundant
comma...Because of this reason, almost all of these file
have to standardize for deleting redundant symbols. After
standardizing them, we begin to do subsequence mapping
method to retrieve data — sequence as form (CATH, MPs).
This method with above manipulations is implemented in
the simple user interface in the Figure 2.

& Dot files.
Filg. - Help.

N 1 Sy ares z

1.10.8.10,17,23,43,61,84,114,124,141,178,181,215,230,258,261,290,306,340,349,373,394,404,421 456+
1.10.8.10,1,24,54,64,81,118,121,141,170,198,201,230,246,280,289,313,334,344,361,306,415,431 4568,
1.10.810,17,23,43,61,84,114,124,141,178,181,201,220,258,261,290,306,340,349,373,394,904,4 21 456"
1.10.8.10,3,24,54,80,81,118,137,159,170,196,215,224,25¢,277,201,316,334,343,361,390,41 0,4 21,44 ¥ -
1.10.810,13,24,54,80,64,118,137,159,170,196,215,224,266,277,291,318,334,343,361,380,41 0,421,441,
1,10.810.10.38.55.74.94,104.1281411109,192.715,230.248,263, 283 304.321,341.359.290.408.432 4527
b o e R L e

Patr of intai e ¥ iR Dt in -

Pattern file-:

Pt iémplate it FF: i minGigMAp j w_xmwj_xfﬁ:m_j
i uSP1,3,108,323,361,5487 ;;_;
1MSP2,56,238,266,478,548/ o
MSP3,3,108,323,361,560¢
MSP4,197,266,356,504,569/
MSP5,3,108,333,543,560/
MSFB,3,108,361,548,569 e
MSP7,3.333.361.548,569/ it
THE MAPPING RESULTS Alitg s Shrine Ry

11010, 10, H8PL, MSP3 MIP 5, HSP6, NPT, MSFS, HEPS
31010, 10; 60, HEPLE, HERA7, HSP 38, NSRS, MSPAC, HSFAL, S Pz, HEP1 05, 3R 144, M5 P 145 M5 P16, HEP
10001210, HEFLD, WE P24 HaR 25, M5P26, HEP2 T, NSP2S, NyPZ0 M P 10D

1.10:15.30,M5P183 "

12104150, 20, 43P15T . "
1110150520, M3P 1 MSPR N8P 3, HSPA, MSP 5, MSP6, USP T, USPE NSPY, NGP LY, NSPLZ, M5 PLE, NSPIA MSD .
|4 i" Vi 47[.“3;:::}#» WP Y04 WaRS e waPTHADA HSDE MEDY Y WP WAL X, 54 ”El'd

..,‘..j
it

pping data Hos n A in the iajith e filest

Figure2. The main user interface

5. CONCLUSION AND FUTURE WORKS

In this paper, we have presented the subsequence
mapping method which is applied in bioinformatics
sequences as the preprocessing steps for sequential
pattern discovery. In protein sequence, some regions
which are better conserved than others during evolution
are called motif. The protein families are characterized by
one or more motifs and their classification are represented
in CATH database. This database with the H-level groups
together protein domains which are thought to share a
common ancestor and can therefore be described as
homologous. Associating knowledge about motif and data
mining - techniques, namely sequential pattern mining
algorithm, we can statistic the relationship between the
class of protein family and the characteristic motif of
protein sequence.

We are actively working in applying the more effective
sequential pattern mining algorithm after mapping
bioinformatics sequence. Because the imposition of a gap
restriction is critical for the problem of motif finding in
protein sequences, the improvement of this work is using
the pattern-growth algorithm while apriori-based methods
are inapplicable in such problem.
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