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Abstract

As a result of the improvement of technology, the cabin equipments of automobiles
are improved day by day. The thermal comfort in the automobile cabin has become
important factor while consumers choosing new automobiles. Although computational
fluid dynamics (CFD) has been developed to be a powerful designing tool for industrial
applications, there are only few papers about air-conditioned flow field in the automobile
cabin. In order to quantify the thermal comfort, Fanger [1, 2, 3] empirically established
the well known PMV (predicted mean vote) equation by using parameters relevant to
thermal comfort. The thermal comfort that a human feels in indoor environment has been
known to be influenced mostly by six parameters: air temperature, radiation, air flow,
humidity, activity level and clothing thermal resistance. This paper will focus on the flow
velocity and temperature in the automobile cabin which are the key parameters in
predicting thermal comfort.

Although three-dimensional simulation is feasible, complex geometries and
high-cost computation power remain challenges. In order to overcome these difficulties, a
parallel three-dimensional unstructured CFD code is used to simulate this problem. A
cell-centered pressure-based method is adopted to simulate this problem. The method
uses a second-order upwind scheme in space and a second order backward differencing
scheme for time accuracy. The SIMPLE algorithm in conjunction with the Rhie and
Chow [4] approach solves the Navier-Stokes equations, minimizing undesirable pressure
oscillations. The turbulent model adopted in this study is F. R. Menter 2 SST model [5].
In order to save space, the details of the cell-centered pressure-based method can be
found in Chen, Huang and LeBeau [6, 7, 8].

Unstructured-grid CFD codes typically cost more in computational time than
comparable structured-grid codes. This is because the difference of data structure
between an unstructured-grid code and a structured-grid code. For an unstructured code,
pre-fetching data through the cache is not as efficient as the cells, faces, and vertices tend
not to be ordered in a sequential manner. Efficient parallel computation can compensate
for this increased computational cost. Our parallel CFD code achieves this goal through a
scheme that minimizes the information to be transferred. The highly portable message
passing interface (MPI) protocol is implemented in a non-blocking fashion (using
MPI_ISEND and MPI_IRECV) that masks the communication latency. In addition,
specific MPI structures are used to pack different types of data into a single sending
buffer. : h

Figure 1 shows the schematic diagram of the partitioning approach applied to the
cell-centered pressure based method. Blue points indicate vertices, red points indicate
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nodal points, .and white points indicate the boundary points. By using this approach, the
control volumes on the boundary are not split. Only communication of nodal values is
needed for parallel computation which makes the implementation of MPI in an
unstructured grid more straightforward.

Excellent load balancing between the subgrids on each node is achieved through
using METIS [9] for domain decomposition. METIS can partition an unstructured grid
into any integer number of zones without losing load balance. It is compatible with many
platforms, convenient for running CFD codes on a variety of supercomputer to cluster
architectures. The present partitioning approach has been tested by a number of
two/three-dimensional geometries. All results show good load balances. The definition of
load-imbalance rate LIMB and load-balance rate LB in this paper is defined as Eq. (1)
and (2),

Nnode - Navg

Liys = x100% (1)

avg
Ly=1-Ly, (2)

where Nyoqe is grid size of the node and N,, is the average grid size. By using load
balance rate, we can compare the load balance quantitatively.

Figure 2 shows the load-balance distribution on each node with total 16 nodes tested.
The x-axis indicates the node number and the y-axis indicates load-balance rate. The
resulting load-balance rates are very close to 100% on every node with an average load
balance rate of 98.37%. The present result is typical for the METIS-based partitioning
approach, yielding good parallel performance.

For comparison, experimental results are also provided in this paper. The flow field
in the automobile cabin is successfully simulated and the numerical results are in good
agreement with the experimental data. The partitioned computational domain is shown in
Fig. 3. Figure 4 shows the simulated temperature fields at different time steps. According
to the simulated results, numerical simulations with turbulent model give more
reasonable and accurate results in both flow and temperature field. The present results
will be further used as the references for predicting thermal comfort in the automobile
cabin.
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Fig. 2 Load-balance distribution on each node in parallel computation.

¥

Fig. 3 The picture of partitioned computational domain.
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Fig. 4 The simulated temperature fields at different time steps.
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