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Abstract A novel and intuitive way of accessing applications of mobile devices is presented. The key idea is to

use grip-pattern, which is naturally produced when a user tries to use the mobile device, as a clue to determine

an application to be launched. To this end, a capacitive touch sensor system is carefully designed and installed

underneath the housing of the mobile terminal to capture the image of the user’s grip-pattern. The captured data

is then recognized by a recognizer with dedicated preprocessing and postprocessing algorithms. The recognition

test is performed to validate the feasibility of the proposed user interface system.

Keywords Mobile terminal, capacitive touch sensing, recognition, context-awareness, motion sensing, ac-

celerometer, support vector machine, Bayesian network

1. Introduction

As technology evolves, powerful computing power is redi-

rected away from the desktop and into mobile devices. Con-

sequently, users can now perform many tasks which could

be done only on the desktop computing environments in the

past. Therefore, now, limited interactivity of buttons and

keyboards become severe problem.

In an effort to resolve this problem, several approaches

have been taken in the industrial and academic fields. The

classical main stream in the design of mobile user inter-

face is to refine physical and graphical interfaces or improve

the menu navigation structures while sticking to conven-

tional input devices such as buttons, keyboards, mice, touch

screens, etc. The second approach, which is relatively im-

mature, is to totally redesign or invent an input device by

employing additional sensors to increase the number of in-

teraction channels [1–4].

The major role of input systems is to robustly deliver

user’s intention to the device, which is not problematic for

the first case since the user’s actions and the response of

input systems of the devices are well defined. The second

approaches, however, suffers from many technical and non-

technical barriers. First, one has to first implement reli-

able hardware and software systems for the channel, which

are mainly issues of sensing technology. Regarding another

critical issue, the user acceptance of the developed interface

cannot be guaranteed.

Turning to the issues regarding human-computer interac-

tion, our hands are undoubtedly dominant tools to use our

mobile devices. Therefore, touch, which is one of the five

human senses and the integral feeling of various physical

quantities such as pressure, texture, vibration, etc. arouse

from a contact between objects, is popular alternative in-

teraction channel. The most well-known touch-based user

interface systems are touch pads and touch screens. They

have been primarily used for notebook computers, tablet

PCs, and PDAs, whose interaction metaphor follow that of

desktop PCs.

The primary interaction metaphor of touch pads and

touch screens is based on that of desktop PCs. However,

there are large amounts of mobile devices which do not re-

semble the interface of desktop PCs, such as cellular phones

and MP3 players. There are research efforts to use touch

control for such systems. Buil et al. presented a touch-

controlled headphones [5]. Apple’s ipod presented a new

interaction scheme with touch by employing touch sensors

configured as a rotary wheel. Its simple but ergonomic de-

sign makes it easy for users to search large amount of audio

files and navigate through the menu structure with their
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(a)

(b)

Figure 1: Grip patterns and their relevant functions
(a) each tool requires its own grip-pattern. (b) each
function in a multi-function mobile device requires its
own grip-pattern.

thumb. Since late nineties, Sony has also investigated and

introduced various types of user interfaces using capacitive

touch sensors. [6–8]. Based on their efforts on touch user

interface, they released an portable audio player VGF-AP1

June 2004. The surface of VGF-AP1 is called G-sense and is

the combination of buttons and capacitive touch pads. The

similar concept can be also found in Motorola’s A668 cellu-

lar phone. It employs touch-enabled keypads to allow users

to input handwritten characters directly on the keypad.

Although the previous academic and industrial efforts on

the touch user interface allow users to enjoy increased us-

ability with his/her mobile devices, their touch interaction

schemes are based on single finger touch interaction. Due

to the advent of convergence era, the authors believe that

more interaction channels should be provided.

Based on the aforementioned observations, this paper

aims at developing a new interaction technique for mo-

bile devices. Among various issues on mobile human-

computer interaction, the presented work focuses on access-

ing (launching) a specific application in a multi-function mo-

bile device. As illustrated in Fig. 1, the proposed system

utilizes grip-pattern information to provide quick and easy

access to embedded applications without multi-step menu

navigation.

In order to realize the proposed concept, we first develop

a capacitive touch sensor system with commercially avail-

able touch sensors ICs, whose sensing portion is made by

flexible printed circuit board (FPCB) to be easily installed

beneath the housing of the device. In addition, the sensor

system is designed to detect multi-point touch for sensing

the grip-pattern. Totally 64 electrodes are arranged on the

FPCB and the size of each electrode is designed to be 8 mm

by 8 mm. Thus, the synthesized mobile device can sense

the user’s grip with sufficient resolution. Since the capaci-

tive touch sensor has a feature of non-contact sensing, the

system also detects the user’s grip without revealed sensing

portions on the surface of the device. The obtained sensor

data is then mapped to an appropriate application by an

embedded recognizer system. Since the whole surface of the

device except for the display portion senses the contact of

the human body, the unintentional touch can trigger the

system to falsely operate, which leads to degraded reliabil-

Figure 2: A mobile device with GripLaunch system in
idle mode.

ity of the system. In order to resolve this problem, we also

present systematic preprocessing and postprocessing proce-

dures to reject signals from the unintentional touch actions

and improve the recognition performance. The preprocess-

ing is composed of two stages. In the first stage, the sim-

ple heuristic rule base is adopted to reject the noise of the

sensor system. In the second stage of the preprocessing, a

Bayesian network-based recognizer is trained and used to re-

ject the unintentional touch signals. The actual recognition

is done by a support vector machine (SVM) based recog-

nizer. Finally, postprocessing is performed for the confused

grip-pattern classes to more improved recognition perfor-

mance.

The presented interaction method should be expressly

distinguished from other touch user interfaces in that: 1)

the proposed interface takes into account the grip-pattern,

which has been ignored in the mobile human-computer in-

teraction, to control mobile device; and 2) the problem of

the robustness of the touch user interface to unintentional

touch action is tackled in a systematic way.

2. Interaction Scenario

Before going further, this section briefs the ideal scenario

of mobile human-computer interaction with the proposed

scheme. Figure 2 shows a mobile device with a touch-

sensitive screen and housing with no externally disclosed

buttons or switches. Although the system is literally touch-

sensitive, it does not respond to the unintentional touch sig-

nals. In other words, a user can hold or put the system in

his/her pocket without worrying about false operation of the

system. When a specific function of the device is required,

the user simply takes hold of the device. The embedded

recognizer classifies the sensed grip-pattern to launch an

appropriate application. Selected examples are described

in Fig. 3. During the use of the service, the part of the

housing and screen is assigned as a control surface [9]. For

example, in the camera mode, the half of the right side of

the device becomes a linear slider and a switch with slight

illumination for feedforward guide. Figure 4 illustrates the

brief overview of the data flow for GripLaunch system.
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(a) (b)

(c)

Figure 3: (a) When a user holds the device to make a
call, the system automatically launches the voice dial-
ing service (b) When a user holds the device to send a
short message, the system smoothly launchs the SMS
composing application and the touch screen is activated
for text entry. (c) A user just grasps the device to take a
picture, then the device is functioned as a camera. The
internal motion sensor further determines the proper
orientation of the display.

ExecutionExecution

User’s Grip Sensing Recognition

Figure 4: Data flow.

3. Implementation

3.1 Hardware

In this section, we attempt to show that the proposed con-

cept can be implemented with current available components

with reasonable size, cost and performance.

We chose the capacitive type touch sensor for sensing the

grip-pattern. The main reason of our choice is that it is the

only sensor that can sense user’s touch beneath the housing.

The touch sensor system is composed of sensing part and

processing circuits.

The system employs flexible capacitive touch sensor ar-

ray installed inside the housing to capture the grip image of

the user. Unlike the traditional touch sensor interface, the

interaction surface of the prototype is not confined within a

specific region. Ideally speaking, a user just need to natu-

rally grip the device to transfer his/her control intention to

the device. Then, system automatically launch a desirable

application. By using this interaction approach, the sys-

tem and the user can naturally interact without traditional

mechanical buttons.

The system hardware is composed of the main board and

the separate sensor board. Samsung S3C2410X01 ARM-

compatible CPU is used as a main processing unit. Recog-

nition software and user interface programs are stored in the

2 MB flash memory area and loaded to 16 MB SDRAM dur-

ing the execution. In the current version, the user interface

is just in charge of guiding users the grip-pattern and noti-

fying recognition results. We virtually implement a 1:2 ratio

screen with two Samsung LTS180S3-H1 1.8 inch TFT LCDs.

In addition, we adopt a Kionix KXM52 accelerometer. The

measured motion information is used as auxiliary informa-

tion for the recognizer. The touch electrode array (TEA),

i.e. touch pad, is made of flexible printed circuit board and

consists of 64 square electrodes so that the single flexible

TEA (FTEA) is enough to make a touch-sensitive housing.

The size of each electrode is 8 mm by 8 mm, which is suf-

ficient to sense the contact of the human body through 1.8

mm thickness housing. Totally eight 8 channel ESSD SS01

touch sensor ICs are deployed and two 32 channel ADG732

multiplexors are used to transfer the sensed data to the

CPU through two analogue input ports of the CPU. The

CPU controls the two multiplexors with five GPIO ports.

Figure 5 shows photos of the sensor board and the FTEA.

3.2 Software Algorithms

Figure 6 illustrates the structure of recognition system.

Since many electrodes are integrated into a small area and

capacitive touch sensors respond to all conductive materials

including the human body, the sensor system often suffers

from inevitable sensor noises. The misfired signal rejection

(MSR) stage is dedicated to solve this problem. MSR model

is based on first-order-predicate calculus shown in Fig. (1)
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Touch Sensors(64 electrodes)Motion Sensor(Trial-axis acceleration) Misfired Signal Rejection(MSR) Unregistered Mode Rejection(UMR) Recognition Confused Pair Verification(CPV) Mode

Figure 6: Structure of recognition system

(a)

Left RightBottom

Upper

Connector

Connector

Left
Edge

Right
Edge

(b)

Figure 5: Sensor System (a) Sensor board with eight
ESSD SS01 touch sensor ICs. (b) Flexible Touch Elec-
trode Array (FTEA) printed on FPCB.

IF

8
>>>>><
>>>>>:

(1) the number of fired electrodes are less than N

OR

(2) the system is just placed on the surface

OR

(3) the system is just carried by the user

9
>>>>>=
>>>>>;

THEN reject the signal from the sensor system.

(1)

where N = 5 is the threshold value.

In order to evaluate the second rule, the roll and pitch an-

gles, which indicate the tilting of the system, are computed

as follows:

φ = tan−1

„−Aby

−Abz

«
(2)

θ = sin−1

„
Abx

g

«
= tan−1

0
@ Abxq

A2
by + A2

bz

1
A . (3)

where φ is roll angle, θ is pitch angle, Abx, Aby, Abz are x,

y, and z axis outputs of the accelerometer, respectively, and

g = 9.8m/s2 is the gravity constant.

Therefore, the second antecedent part of (1) can be

rewritten as follows:

(|φ| < φt) ∧ (|θ| < θt) (4)

where φt = 10◦ and θt = 10◦ are threshold values of roll

and pitch angles, respectively.

Another important type of signals to be filtered is signals

produced by unintentional touch of the user. By the empir-

ical observation, we concluded it is impossible to intention-

ally touch only the single surface or both of the lateral sides

…

…

…

…

}1,0{1,1 =N }1,0{,1 =mN

}1,0{1, =nN }1,0{, =mnN

1,1N 2,1N mN ,1

1,nN 2,nN mnN ,

(a)

…

…

}1,0{1,1 =N }1,0{,1 =mN

}1,0{1, =nN }1,0{, =mnN

1,1N 2,1N mN ,1

1,nN 2,nN mnN ,

(b)

Figure 7: BN for rejecting unregistered modes (a)
Each node has high inter-dependency (registered mode)
(b) Each node has low inter-dependency (unregistered
mode).

at the same time. This observation leads to the following

Boolean rule:

(T ⊆ S1 ∧ T * Si(i = 2, 3, 4, 5, 6))∨
(T ⊆ S2 ∧ T * Si(i = 1, 3, 4, 5, 6))∨
(T ⊆ S3 ∧ T * Si(i = 1, 2, 4, 5, 6))∨
(T ⊆ S4 ∧ T * Si(i = 1, 2, 3, 5, 6))∨
(T ⊆ S5 ∧ T * Si(i = 1, 2, 3, 4, 6))∨
(T ⊆ S6 ∧ T * Si(i = 1, 2, 3, 4, 5))∨
(T ⊆ (S4 ∪ S6) ∧ T * Si(i = 1, 2, 3, 5))

(5)

where T is the set of fired electrodes, S1 is the set of elec-

trodes on the rear surface of the system, S2 is the set of

electrodes on the upper surface of the system, S3 is the set

of electrodes on the right edge of the system, S4 is the set

of electrodes on the right side of the system, S5 is the set of

electrodes on the left edge of the system, and S6 is the set

of electrodes on the left side of the system.

Although the rule-based filtering of the noise is simple

to implement, the designer should construct the whole rule-

base with trial-and-error method and its optimality is not

guaranteed. In order to relieve this problem, in the second

stage, a simple classifier is trained deployed. This stage is

called unregistered mode rejection (UMR) stage. In this

paper, the unregistered mode is defined as a set of all grip-

patterns except for the predefined grip-patterns for system

operation. We evaluated one-class support vector machine

(SVM) and Bayesian network (BN) for UMR, and finally

constructed UMR system with BN as shown in Fig. 7.

Specifically speaking, the measured signal is allowed to pass

the UMR stage if the score of the BN for registered mode

(BNR) is higher than that for unregistered mode (BNU ).

Score(BNU ) ≥ max
i

Score(BN i
R), (i = 1, 2, · · · , N) (6)

where N is the number of registered modes.

The SVM-based recognizer actually classifies the mea-

sured grip-pattern signals. The recognition model of the

relationship between the grip-pattern I and the relevant
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CALL SMS (Single handed)

Figure 8: Example of confused pairs

function M is represented as probability P (M |I) and pro-

portional to (7) according to Bayes’ rule

P (M)P (I|M) (7)

where P (M) is the probability of selecting an arbitrary

mode M and can be calculated as (8):

P (M) =
Y

X
(8)

where X is the counted number of grips for a mode M and

Y is the number of counts that the function M is selected

when the user holds the system.

P (I|M) =
Y

i

P (Ii|M) (9)

where P (I|M) is the probability of a specific grip-pattern

I for an arbitrary function M , Ii is information from the

touch sensor and the accelerometer. The mode selected by

the SVM satisfies the following equation:

arg max
m∈M

P (m|I) = arg max
m∈M

P (m)
Y

i

P (Ii|m) (10)

where M is the arbitrary function or mode of the system,

m is the specific mode.

In the final stage, the confused pair verification (CPV)

is performed for better recognition result by using optimal

rejection algorithm [10]. The CPV process is necessary since

similar grip-patterns might exist even in the well designed

pool of grip-patterns as shown in Fig. 8.

4. Experimental Results

For the training of recognizers, the authors collect data from

50 users. During the data collection, the developed system

was attached to a PC through the RS232C serial interface

cable. The sensor signals are captured and transmitted to

the PC and save to the database. Users were guided to take

hold of the device according to examples shown in Fig. 9.

The services or situations for the defined modes include call,

one-handed SMS, two-handed SMS, camera function with

horizontal pose, two camera functions with vertical pose,

digital contents management (DCM), gaming, and unregis-

tered mode. For the unregistered mode, users are asked to

hold the device naturally. Five grip-pattern data sets was

collected for each of nine modes from 50 users.

The sensor data is composed of 64 binary touch sensor

outputs and three analogue accelerometer outputs. The

data sampling rate is set to 30 Hz.

SMS (Two-handed) Camera (Horizontal)CALL SMS (Single-handed)

Camera (Vertical1 ) GAMEDCMCamera (Vertical 2)

Figure 9: Examples of graip-pattern for data collection.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i)

Figure 10: Averaged images of grip-patterns (a) Call
(b) One-handed SMS (c) Two-handed SMS (d) Camera
(horizontal) (e) Camera (vertical 1) (f) Camera (verti-
cal 2) (g) DCM (h) Game (i) Unregistered.

Before training recognizers, we qualitatively evaluate the

reliability of the sensor system by displaying the captured

grip-pattern. Due to the low resolution of the capture im-

ages grip-patterns, we resize the images by using bicubic

interpolation algorithm [11, 12]. Averaged images of each

mode are shown in Fig. 10, which clearly indicate that the

performance of the sensor system is acceptable.

The recognizer training and testing is performed on the

PC environment. The performance of recognizer system is

evaluated by dividing the data set of 50 users into four par-

titions according to users. At the first time, The first three

subsets are used to train recognizers and the remaining set

is used for testing. Secondly, the next three subsets and the

remained set are used for training and testing, respectively.

In this way, four different configurations of training and test

sets are constructed to measure the user-independent recog-

nition rate. The recognizers use averaged value of the sensor

data of the last 10 samples from the collected grip-pattern

database. In the recognition test, MSR stage is omitted

since the collected data base does not contain unintentional

touch signals. The averaged recognition rate of all the user

is 93.8 %. From the recognition test, the authors claim that

the technical feasibility of implementing the proposed graip-

pattern-based user interaction scenario is validated. The

trained recognizer is then ported to the developed system

for stand-alone operation, where the MSR stage is imple-

mented. The final stand-alone system is currently used as
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a demo system of our interaction scheme.

5. Conclusions

In this article, we presented an innovative mobile user in-

terface based on grip-pattern recognition. The working im-

plementation of the proposed system is constructed and its

feasibility is evaluated through recognition rate test. The

key contributions of this paper can be summarized as fol-

lows:

1. It adopts the capacitive-type touch sensing technique

to capture the image of the user’s grip-pattern. Due to

the non-contact sensing feature of the capacitive-type

touch sensors, the housing of the device itself works as

a sensing mean and the resulting user interface does

not require separate control surface. In addition, the

single, flexible touch pad allows the sensor system to

be easily installed inside the mobile device.

2. It utilizes improved pre-processing and post-processing

algorithms to avoid unintentional execution of the de-

vice. The suggested structure of the recognizer effec-

tively prevents users from suffering from unexpected

operations of the device and eliminates the need of us-

ing the hold button.

3. Unlike most commercial and/or academic works on the

mobile touch-based user interface, it addresses the ef-

fective way of utilizing multi-touch information. The

grip, which is the inevitable action in using mobile de-

vices, seamlessly integrated in the flow of interaction

between the user and the device.

Finally, the authors admit that there are plenty amount

of industrial and research works on capacitive touch sens-

ing techniques, touch-based user interfaces, and bare-hand

human-computer interaction schemes. However, it is worth

while to note that the proposed system is one of the very few

systems that offer an systematically organized framework to

fusing those three items for the mobile human-computer in-

teraction.
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