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1. INTRODUCTION 
 

In the navigation research of a mobile robot, obstacle 
avoidance is a basic skill that can make the robot move 
purposely and safely in an environment even with some 
known or unknown obstacles. Although that function seems 
easy to a human being, and its application can be found in 
some robots, it is still limited to some specified applications 
and some special hardware. Moreover, many problems still 
should be further explored before a mobile robot can move 
freely in such environment. These problems mainly include: 
the unavoidable slip; the drift errors of sensors; the three 
dimensional geometry of an obstacle and its relative position 
or speed to the robot[1, 3 5]. In a word, they are the robot’s 
self-location and the geometric information of that obstacle. 

At first, the robot must have the functions to detect that 
obstacle and get its geometric information before avoidance. 
More researchers have explored such problems in this field. 
One general solution is the sensors based motion planning 
method, in which information about obstacles is assumed to be 
obtained from on-line sensors without previous detailed given 
plan. It is helpful for the navigation in unstructured 
environments and avoidance of unexpected obstacles, and its 
navigation strategies are simple. But it will be easily to often 
make robot miss its original goal and reach its target 
uneffeciently. Especially, it will make a long distance 
navigation inefficient or even fail. Another problem is: how to 
make sure the obstacle detection are robust under any 
conditions. 

The second problem is the mobile robot’s self-location. 
Because of the unavoidable slip and drift errors of sensors, it 
is difficult to realize accurately self-location especially after a 
long distance navigation. However, in any obstacle avoidance 
we have to consider the robot’s self-location and its position 
relative to the obstacle. It will make the obstacle avoidance 
success or not. The perceptual landmark is an effective 
solution to that problem. But it was generally used as 
self-location adjustment in some local areas. Because the 
obstacles will appear any spot along its moving trace, 
sometimes they maybe influence the detection of the landmark, 
it makes self-location more difficult[2,3,4]. 

On the other hand, all control strategies were designed 
based on the robot’s physical structure and behavior abilities. 

Their output actions were planned from the mapping 
information of sensor’s feedback. Till now it is nearly 
impossible to consider all practical environment settings. That 
means we can not design a robot with enough sensors to get 
all necessary information. Furthermore, the sensor’s error can 
not be avoided and some information processing algorithms of 
sensors are still be explored. Therefore, the only sensors based 
motion planning strategies are not comprehensive. It is 
necessary to build a flexible system for some special 
applications. And it will be helpful for future applications to 
realize obstacle avoidance only with some simple hardware 
and algorithms. 

In view of above problems, we explored a mobile robot’s 
navigation with obstacle avoidance in this paper. Our robot 
has two CCD video cameras, but only one was used in our 
research. It has six supersonic sensors for obstacle detection 
which can detect objects less than 0.5 meter in its vertical 
direction. On the front side, two supersonic sensors were set 
on each end respectively. The same arrangement was done on 
the left and right sides. In order to realize reliable self-location 
in its navigation, we design a continuous visual landmark and 
put it on the floor as the robot’s moving trace. Thus the 
obstacle avoidance becomes how to avoid obstacles on the 
guideline. Certainly, we also consider the obstacle near the 
guideline. 

With the continuous guideline, the robot can adjust its 
relative position gradually and make the navigation more 
efficiently even if there is obstacle avoidance. At the same 
time it is helpful for obstacle detection. This is because parts 
of the guideline will disappear if there are something on the 
guideline. And if the obstacle is near to the guideline, the 
relative position can be determined by the supersonic sensor 
and CCD video camera together. Most of important, compared 
with other sersors based obstacle avoidance, the robot will not 
miss its navigation direction after the obstacle avoidance 
because of the guideline setting. Because the guideline will 
occupy some fixed areas in the navigation space, the obstacle 
avoidance has to be carried out in the residual areas. This 
makes some bigger obstacle avoidance impossible. 

In the following sections, the details will be given for the 
obstacle avoidance for our mobile robot. 
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2. OBSTACLE DETECTION 
 

In order to carry out obstacle avoidance effectively, the 
robot must detect that obstacle firstly. The best way is to 
obtain the three dimensional geometric information of that 
obstacle and its distance to the robot. Till now, it is possible to 
get such data by special hardware settings. But it is still more 
difficult to directly apply that technique in practical long 
distance navigation at higher speed. This is mainly because its 
efficiency and accuracy sometimes are not satisfied. 

In this paper, we detect the obstacle and determine its 
necessary dimensions for avoidance by the cooperation of a 
CCD video camera and six supersonic sensors. Here with a 
CCD video camera we indirectly detect the obstacle and then 
determine its necessary dimensions by corresponding 
supersonic sensors. With the CCD vide camera, the robot can 
find the obstacle a little far from the robot, and the supersonic 
sensors can find the obstacle near to the robot. 

In order to make obstacle detection more robust, the 
guideline must be extracted effectively under various lighting 
conditions in our research. Thus the obstacle will be judged 
indirectly when some parts of the guideline disappeared or the 
guideline became discontinuous. Because the robot will 
gradually adjust its position relative to the guideline, some low 
level image processing technique was used for perceptual 
landmarks extraction. It can effectively save the time for 
image processing, but sometimes detection was not so robust 
under different lighting conditions. 

In this paper gradient runs based target detection technique 

was used for guideline extraction. As we know, there are the 
gradients everywhere in an image. If we use the guideline with 
strong color contrast with the floor, it is easy to extract it even 
under poor lighting conditions. The experiments under 
different lighting also gave the same results in figure 1. In the 
figure 1, we can find some parts of the extracted guideline 
missed when there is a box on the guideline no mater that it is 
under the normal or poor lighting condition. In this processes 
it is important to have a robust image processing for guideline 
extraction. Otherwise, it is difficult to make obstacle detection 
reliable. Moreover, the robot can only find the obstacle, but it 
does not know the dimensions and definite distance to the 
obstacle. 

Till now, it is not possible to develop the direct and 
effective image processing for various obstacle detection. That 
means we can not calculate the necessary geometric 
dimensions of the encountered obstacles. Here the supersonic 
sensors were used to detect the width and length of the 
obstacles. In the front side of the robot, the distance between 
the two supersonic sensors is nearly the same as the width of 
the robot. If both of the two supersonic sensors detect obstacle, 
the width of that obstacle will be larger than the width of the 
robot. Because the residual space is smaller for avoidance, the 
robot can not avoid that obstacle. Therefore, now the robot is 
only possible to avoid some obstacle when only one of the 
frontal supersonic sensors detected obstacle. The distance 
between two supersonic sensors on the left or right side is 
equal to the length of the robot. Thus when the robot passes 
the obstacle, it will start when the first sensor detected the 

1) Obstacle detection under 
the normal lighting condition 

2) Guideline extraction under 
the normal lighting condition 

3) Obstacle detection under 
the poor lighting condition 

4) Guideline extraction under 
the poor lighting condition 

 
Figure 1 Illustration on the comparison of the obstacle detection 

under different lighting conditions 
 
 

 

 
 

Figure 2  Illustration of the tele-control through Internet 
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obstacle and end when two sensors can not detect the obstacle. 
Those data now are enough for our obstacle avoidance 
strategies. 

As for some complex cases, the robot can not detect the 
obstacle effectively with present algorithms, the robot will 
send the instant captured images to the supervisor. The 
supervisor will send necessary commands to the robot. Then 
the robot will avoid those obstacles based on the human 
being’s experience. The communication process is realized 
through the networks. Figure 2 is a simple explanation of that 
communication between the robot and a supervisor. By this 
means, it seems that we can solve all problems for the 
navigation of a robot. The efficiency of the communication 
should be considered. Therefore, it can only be used as an 
auxiliary tool in the situation that we can not find appropriate 
algorithm at present stage. It can also be applied to the fields 
that are not sensitive to the rate of the image transmission. 

 
 

3. SIMULATION 
 

The robot will move along the guideline on the floor. When 
it carries on the obstacle avoidance, it should consider not only 
the efficiency of the obstacle detection but also the space used 
for the obstacle avoidance. For our mobile robot, it can 
generally realize three categories of simple obstacle avoidance 
in figure 3. In figure 3, the two blue lines represent the 
guideline, the yellow line is the obstacle avoidance moving 
trace, the red triangle represents one obstacle and the green 
rectangle represents the mobile robot. With the rectangle trace, 
the robot can perform any obstacle avoidance in the given 

space. However, when we consider the efficiency, the robot 
can perform triangle trace for the smaller obstacle and 
trapezoid trace for the bigger obstacle. 

Because of the errors of sensors and the efficiency of 
navigation, we only develop the simple obstacle avoidance 
strategy in our applications. 

When we developed the navigation system for our mobile 
robot, we also developed a simulation system with the same 
control theory and parameters used in the practical 
applications. Although it is impossible to consider all factors 
of practical applications in the simulation system, some 
developed algorithms can be tested before practical 
experiments and it can give some necessary simulation results 
and optimization parameters for some specified working 
conditions.  

In figure 4, it is an illustration for obstacle avoidance in a 
simulation. The black point represents the obstacle, the green 
line is the obstacle avoidance trace, the yellow line is the 
specified navigation trace, the red point represents target point, 
the blue circle represents the robot and its blue line is robot’s 
frontal side. The moving sequence was the same as the marked 
number sequence in the figure. When the robot performs the 
obstacle avoidance, it tries to find the short trace for obstacle 
avoidance. In figure 4, we only gave the case for triangle 
obstacle avoidance trace.  

 
 

4. CONCLUSIONS 
 

The real time obstacle detection and avoidance was carried 
out for our mobile robot in the guideline navigation by using a 

  
1) Rectangle 2) Triangle 3) Trapezoid 

Figure 3 An illustration of the strategies of the obstacle avoidance 
 
 

 
1) 2) 3) 

   
4) 5) 6) 

Figure 4 Simulation on the curve navigation with obstacle avoidance
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CCD video camera and six supersonic sensors. By making use 
of the guideline to adjust robot’s self-location, the obstacle 
detection became more reliable and simpler if the guideline 
can be extracted robustly under various lighting conditions. 
Considering the errors of sensors and the difficulty of the 
determination of three dimensional geometric information of 
the encountered obstacle, it is more appropriate to build a 
flexible obstalce avoidance strategy in the practical application. 
The experiment results showed the reliability of the obstacle 
detection method even under the poor lighting condition. And 
the simulation of the navigation with obstacle avoidance 
showed how the robot avoided an encountered obstacle.   
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