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Abstract
We will introduce a new web-based knowledge management system in progress, in which XML- 

based web information extraction and our structuring knowledge technologies are combined using 
ontology-based natural language processing. Our aim is to provide efficient access to heterogeneous 
information on the web, enabling users to use a wide range of textual and non textual resources, 
such as newspapers and databases, effortlessly to accelerate knowledge acquisition from such 
knowledge sources. In order to achieve the efficient knowledge management, we propose at first an 
XML-based Web information extraction which contains a sophisticated control language to extract 
data from Web pages. With using standard XML Technologies in the system, 이ir approach can 
make extracting information easy because of a) detaching rules from processing, b) restricting target 
fbr processing, c) Interactive operations for developing extracting rules. Then we propose a 
structuring knowledge system which includes, 1) automatic term recognition, 2) domain oriented 
automatic term clustering, 3) similarity-based document retrieval, 4) real-time document clustering, 
and 5) visualization. The system supports integrating different types of databases (textual and non 
textual) and retrieving different types of information simultaneously. Through further explanation to 
the specification and the implementation technique of the system, we will demonstrate how the 
system can accelerate knowledge acquisition on the Web even fbr novice users of the field.

Key Words: information extraction, ontology, terminology, visualization, structuring knowledge, 
natural language processing, automatic term recognition.

1. Introduction
With the recent dramatic increase of importance of electronic communication and data-sharing 

over the internet, there exists an increasingly growing number and amount of publicly accessible 
knowledge sources, both in the form of documents and fact databases.

These knowledge sources available over the Web are intrinsically heterogeneous and dynamic. 
They are heterogeneous since they are autonomously developed and maintained by independent 
organizations with different purposes in mind. They are dynamic since constantly new information 
is being revised, added and removed. Such heterogeneous and dynamic nature of knowledge 
sources (KSs) in the Web imposes challenges on systems that help users to locate information 
relevant to their needs. Namely, the growing number of electronically available KSs emphasizes the 
importance of developing flexible and efficient tools for automatic information extraction (IE) and 
knowledge management in terms of structuring knowledge.

In this paper, we describe our knowledge management system in progress and we discuss how 
information extraction from the Web and natural language processing (NLP) based knowledge 
structuring can be integrated in the system to facilitate effective knowledge mining through the Web. 

Conventional approaches on information extraction from the web generally required to write 
specialized extraction rules or programs because of different formula to each site. Shortcomings of 
these approaches are: 1) low reusability, 2) extraction must be processed just from whole of a 
document, and 3) requiring special skills in writing rules / programs. Hence, to resolve the 
problems, we propose at first an XML-based Web information extraction system. It contains a 
sophisticated control language to extract data from Web pages. With using standard XML 
Technologies in the system, our approach can make extracting information easy because of a) 
detaching rules from processing, b) restricting target fbr processing, and c) Interactive operations
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Figure 1: Information extraction and structuring knowledge
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for developing extracting rules.
Regarding structuring knowledge, different text mining techniques have been developed recently 

in order to facilitate efficient discovery of knowledge contained in large textual collections. The 
main goal of text mining is to retrieve knowledge that is juried? in a text and to present the 
distilled knowledge to users in a concise form. Its advantage, compared to 뱈 anual? knowledge 
discovery, is based on the assumption that automatic methods are able to process an enormous 
amount of texts. It is doubtful that any users could process such huge amount of information, 
especially if the knowledge spans across domains / sites. For these reasons, text mining should aim 
at helping users in collecting, maintaining, interpreting, curating and discovering knowledge they 
need in a more efficient and systematic way. Currently, the system includes 1) automatic term 
recognition and 2) automatic term clustering as automatic ontology1 development, 3) similarity
based document retrieval, 4) ontology-based real-time document clustering, and 5) visualization. 
The system supports integrating different types of databases (textual and non textual) and retrieving 
different types of information simultaneously. Through further explanation to the specification and 
the implementation technique of the system, we will demonstrate how the system can accelerate 
knowledge acquisition on the Web even for novice users of the field.

1 Although, definition to ontology is domain-specific, our definition to ontology is that the collection 
and classification of (technical) terms to recognize their semantic relevance.

This paper is organized as follows: In section 2, we discuss with related work on Web 
information extraction and knowledge management, in section 3, we present our knowledge 
management system including information extraction and ontology-based knowledge mining, in 
section 4, C/NC-value-b^sed terminological processing as an ontology development. In section 5, 
we explain our visualization scheme for automatic generation of a knowledge map with presenting a 
preliminary experiment for analyzing news paper articles automatically extracted using the IE 
system, section 6, we finish with conclusion and future work.

2. Related Work

Since the URLs are often too coarse to locate relevant pieces of information, users have to go 
through several stages of information seeking activities. After identifying the URLs of the KSs that 
possibly contain relevant information, they have to locate the relevant pieces of information inside 
the KSs by using their own navigation functions. This process is often compounded by the fact that 
users' retrieval requirements can only be met by combining pieces of information in separate 
databases (or documents). The user has to navigate through different systems that provide their own 
navigation methods, and has to integrate the results by herself / himself An ideal knowledge-mining 
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aid system should provide a seamless transition between the separate stages of information seeking 
activities, namely, Web information extraction, information / knowledge store and structuring 
knowledge (Figure. 1).

2.1. Web information extraction
TSIMMIS [16] and TAMBIS [17] 아lare several important properties for improving the 

transparency in dealing with Web resources. TAMBIS aims to provide a filter from biologic시 
information services by building a homogenizing layer on top of the different sources. This layer 
uses a mediator and many source wrappers to create the illusion of one all encompassing data 
source. The mediator uses a conceptual knowledge base of molecular biology to describe the 
universal model and to help users form queries against this universal model expressed in a modeling 
language. Also it mediates between the various sources to translate the mediators' model to the 
sources' models. Although TAMBIS like any knowledge rich approach has the possibility to obtain 
high benefits in certain domain, it is also true that it takes high cost in maintaining the knowledge.

2.2 Terminology management in knowledge mining
Knowledge encoded in textual documents is organized around sets of specialized terms. Hence, 

knowledge acquisition (KA) relies heavily on the recognition of terms. Obviously, a scheme to 
integrate terminology management as a key prerequisite for knowledge mining is needed.

There are several approaches to automatic term recognition (ATR), especially, in recent 
biomedicine and molecular biology domain. Some of them rely mainly on linguistic information, 
namely on morpho-syntactic features of domain terms. For instance, LaSIE [2], an adapted 
newswire name recognizer, uses a case-sensitive terminology lexicon of component terms, set of 
morphological cues (biochemical suffixes) and hand-constructed grammar rules in order to 
recognize terms belonging to specific terminological classes (e.g. enzymes, proteins, etc.). Another 
example of a rule-based system is PROPER [3], which uses 밹＜ne? and Mature? terms to identify 
strings that correspond to proteins. 밅 ore? terms are domain-characteristic words (containing 
capitals, numerals etc.) and Mature? terms are keywords that describe function and characteristic of 
a term (e.g. protein, receptor, etc.). Recently, hybrid approaches combining linguistic and statistical 
knowledge are increasingly used ([4, 5]). In order to assess the relevance of extracted term 
candidates, such methods calculate weights (i.e. termhoods) according to specific statistical 
measures. Machine learning techniques can be applied as well: for example, [6] presents a 
statistically based, unsupervised technique to acquire and disambiguate names of proteins, genes, 
and RNSs.

However, ATR is not the ultimate goal itself The large number of new terms calls for a 
systematic way of accessing and retrieving the knowledge represented by them. Accordingly, the 
extracted terms need to be placed in an appropriate knowledge framework by discovering relations 
between them, and by establishing links between the terms and different factual databases.

In order to implement terminology'based knowledge structuring, several ontologies have been 
developed (e.g. MeSH terms, Gene Ontology, Genia ontology, etc.). Each of them provides a top- 
down controlled framework, which aims to organize and describe the terminology in the domain. 
Ont이ogies implement a pre-defined classification system fbr terms and their relationships, as well 
as inference rules that are used to derive knowledge represented by them. However, ontology 
construction and maintenance are time-consuming activities, as terms are usually manually 
integrated into an ontology. This is one of the reasons why ontologies typically contain just a subset 
of existing terminology. In addition, no solution to the well-known difficulties in manual ontology 
development, such as ontology conflictions / mismatches [7], is provided. Therefore, techniques fbr 
automated ontology management [8] are required for efficient and consistent KA.

2・2. Integration of knowledge sources towards structuring knowledge

Different approaches to linking, integrating and interpreting relevant resources have also been 
suggested. For example, the Semantic Web framework [9] strives to link relevant XML-based 
resources in a bottom-up manner using the Resource Description Framework (RDF) and ontology



Figure 2: Common Web IE model: translator/wrapper-based approach

information. Since XML allows introduction of new domain- and/or application-specific tags, RDF 
[10] is used to define their 뱈 eanings? and relationships to one another, while the corresponding 
ontology is used to combine and derive additional information (e.g. synonyms, hyponyms, etc.). In 
this sense, ontologies are used as a key domain knowledge repository. However, though the 
Semantic Web framework is powerful when it comes to expressing the content of resources to be 
semantically retrieved, manual description is needed when defining RDF descriptions and 
ontologies. If we, however, endeavor to process huge collections of new documents (which cover 
new knowledge), we need systems that do not rely solely on manual descriptions.

In this paper, we present our approach to Web information extraction, terminology management 
and mining of knowledge sources adopted in the structuring knowledge system.

3. The System Structure
3.1 Web information extraction

As discussed in the previous section, Web IE requires to have translators or source wrappers to 
create the illusion of one all encompassing data source, due to the differences in form of multiple, 
disparate knowledge sources, such as HTML/XML documents and databases, in general (Figure 2).

However, conventional approaches for extracting information from Web resources need to write 
specialized extraction rules or programs as a translator / wrapper, because of different accesses to 
each site.

Shortcomings of these approaches are:

1) low reusability due to the difficulty in writing and maintaining them.

2) extraction just from whole of a document.

3) requiring special skills to develop extraction rules / programs..

To resolve the problem, our XML-based Web information extraction system contains a language for 
controlling processes (flow rules) and a language fbr extracting data from Web pages (extraction 
rules). With standard XML Technology, our system can make extracting information easy because 
of a) detaching rules from processing, b) restricting target fbr processing, c) operating interactively.

The language for flow that we developed is one of XML subset languages. If you put up tags 
such as in HTML Documents, you can control many processes, fbr instance, crawling Web sites, 
tuning HTML sources to well-formatted ones, extracting data interested and exporting by other 
format). The language fbr extraction use XSL Transformations (XSLT).XSLT usually needs to 
restrict target for processing, so res니Its on the way need to be expected each time. On the contrarily,
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Figure 5: Visualization sample

innovation and engineering. In order to structure knowledge, the system draws a graph in which 
nodes indicate relevant KSs to keywords specified by the user and each links among KSs indicates 
semantic similarities calculated using ontology information developed by our ATR / ATC 
components, which is based on comparing ontological information extracted from each KSs, 
whereas conventional similarity calculation is generally based on nouns extracted from each KSs. 
Also, in drawing the graph, locations of each node are calculated and optimized based on the 
condition: the closer they are in meaning, the closer they are in location.

Also, Knowledge map generation is achieved by 1) cluster recognition, 2) terminology-based 
categorization. Thesaurus and SVM -based categorizer is provided to categorize 이ustered KSs 
automatically. Figure 6 shows an experimental result of automatic knowledge map generation for 
the latest news paper articles. In the experiment, the articles were extracted automatically from 
Yomiuri and Mainichi news paper Web sites (both English and Japanese) using our Web IE system 
and were stored into the database. Specified keywords for structuring laiowledge were 밟aq? and 
l&llujah?

As can be seen in the figure, seven clusters were recognized and the assigned topics (concepts) 
ware (1) Bin Ladin, (2) secretary of state Powell, (3) dispatch of the Japanese self-defense forces,
(4) presidential election, (5) Samawah, (6) the prime minister Koizumi, and (7) the prime minister 
Allawi, and they were thought to be all important topics regarding the specified keywords. 
Categorization and mapping concepts are generally recognized as a basic method to accelerate 
understanding of information (knowledge acquisition). Thus, we can expect our proposed scheme is 
feasible enough for accelerating knowledge acquisition. Furthermore, the method is able to provide 
possibility to disambiguate semantic ambiguity (polysemy) of specified keywords. For example, 
keyword 밶pple? includes at least two meanings as 1) fruit, and 2) computer company. However, if 
you obtain 이ustered and categorized IR results, you can find intended information more easily.
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Figure 6: Knowledge map generation result

6. Conclusion
In this paper, we presented an integrated knowledge mining system, in which we integrate Web 

information extraction, automatic term recognition, term clustering, information retrieval, and 
visualization. The main objective of the system is to facilitate knowledge acquisition from Web 
documents and new knowledge discovery through a terminology-based similarity calculation and a 
visualization of automatically structured knowledge. Also, to accelerate knowledge discovery, we 
presented a visualization method for similarity-based knowledge map generation. The method is 
based on real-time ontology-based knowledge clustering and categorization and allows users to 
show automatically generated knowledge map in real-time. An experimentation we conducted using 
news paper sites show that we can expect the method is practical enough for accelerating 
knowledge acquisition / new knowledge discovery from existing knowledge sources.

Important areas of future research will involve usability evaluation for the system. Further, we 
will investigate the possibility of using a term classification system as an alternative structuring 
model for knowledge deduction and inference (instead of an ontology).
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