2006 cHelx7|&s SiAlStEiE =8F 2005.7.18-20

Robust Control of the Robotic Systems
Using Self Recurrent Wavelet Neural Network via Backstepping Design Technique
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Abstract - This paper presents the tracking control method
of robotic systems with uncertainties using self recurrent
wavelet neural network (SRWNN) via the backstepping
design technique. The SRWNN is used as the uncertainty
observer of the robotic systems. The adaptation laws for
weights of the robotic systems are induced from the
Lyapunov stability theorem, which are used for on-line
controlling robotic systems. Computer simulations of a
three-link robot manipulator with uncertainties verify the
validity of the proposed SRWNN controler.

1. Introduction

The adaptive backstepping control is a systematic and
recursive  design methodology for nonlinear feedback
control. Unlike the feedback linearization method having the
problems such as precise model and the cancelation of
some useful nonlinear term, the adaptive backstepping
design offers a choice of design tools for accommodation
of uncertainties and nonlinearities and can avoid wasteful
cancellations[1]. The key idea of the backstepping design is
to select recursively some appropriate state variable as
virtual input for lower dimension subsystems of the overall
system{1].

On the other hand, wavelet neural networks (WNNs) is
applied to deal with the nonlinearties and uncertainties of
the control system. But, the WNN is a feedforward
structure, that is, a static mapping. So, the SRWNN having
the powerful dynamic mapping ability is proposed[2]. In
this paper, the SRWNN is employed as the uncertainty
observer in the backstepping controller and the error
compensator is also used to reduce the approximation error
of SRWNN. The adaptation law for weights of the
uncertainty observer and the error compensator are induced
from the Lyapunov stability theorem, which are used to
guarantee the asymptotic stability. Finally, the simulation
results for three-link manipulators are provided to
demonstrates the effectiveness of our control scheme.

2. Preliminaries
2.1 Model of the robot systems with uncertainties
The dynamics of the n-link robotic system with
uncertainties can be expressed in the following Lagrange
form[3}:
M(q)g+ C(g,9)q+ G(g) + F(9) + Z(q.q,7) =7 (1)

where
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Z(q.¢7) =— M(q)M *(q) T— 74— C(q.4) — G(q)
~F(g) + 7= C(g.9)— G(q)— F(q)

denotes the uncertainty of the robot system, and
M(g) e R"*" is the inertia matrix, C{g,q)g € R"
denotes the Coriolis and centrifugal torques, G'(q) ER" is
the gravity vector, F(q) & R" represents the fiction term,
and the control input torque is 7 & R”. Also, M(q).
Clg ). G{q), and F(q) are the actual values with
uncertainties in the nominal values M(gq), C{q,q), G(q),

and F(g), respectively. 7, is the external disturbance.

In this paper, it is assumed that the nominal values is only
known values for a given robot system. That is, suppose th
at the actual values ]T/I(q) C(g,9), G(q), and i’(q) a
nd the external disturbance 7, are the unknown values. Acc

ordingly, the uncertainty term =(g,q,7) cannot be compu
ted.

2.2 Self recurrent wavelet neural network

The SRWNN, a modified model of a wavelet neural
network(WNN), has the attractive ability such as dynamic
attractor, information storage for later use. Unlike a WNN,
since the SRWNN has the mother wavelet layer which is
composed of self-feedback neurons, mother wavelet nodes
of the SRWNN can store the past information of the
network[2]. Thus the SRWNN having the simple structure
can be used as a better tool to approximate the complex
nonlinear systems than a WNN.

3. Adaptive Backstepping Control System
using SRWNN

The dynamics (]) is rewritten by using state variables
X, = ¢q and X, = q as follows:

X1 = Xz
X, M7Y(X) 71— C(X, X)X, - G(X;) @)
- F(X)~Z(X, X, )

The control objective is to design an adaptive backstepping
control system based on SRWNN for the state vector X

to track the reference trajectory vector g, Here, we assume
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that gy, éd, and t},; is the bounded functions of the time.

We now design the adaptive controller using SRWNN via
backstepping design techniquefl] step by step.

Step 1) Design the virtual controller X
For the tracking control of the state Xj, define the tracking
error as

Z(¢) = X, (t) = qu(t) 3)
and its derivative is
Z(t) =X, (1) — qu(t) = v(t) — qu(t) )

where 'U(t) = Xl(t) is called the virtual control. Then,
the stabilizing function s(t) is defined as follows:

s(t) =— K, (t) + qu(t) (5)

where the K| is a positive definite diagonal matrix.
The first Lyapunov function Vl(t) is chosen as

Vi(t) = 5272, (6)
Then, its derivative is
V(t) = 277,
= ZIT(XI (t) - éd(t)) M

= Z(v(t) - s(t) — K12, (1))

Here, if the virtual control w(t) is chosen as the
stabilizing function s(t), the Lyapunov stability condition

Vl(t) < 0 is satisfied. Thus, the asymptotic convergence
of the position tracking error Z; (¢) can be guaranteed.

Step 2) Design the actual controller T using SRWNN
To design the actual controller -, we define Zy as
Z, = v(t) — s(t). And then, its derivative of the 2 is
expressed as
Z, = o(t) — s(t)

=X, (t) — K\ Z, (1) + q4(t)

= M_I(Xl):T_' C(X, X)X — G(X,)

= F(X,) — Z(X;, Xo, 7): = Ky 21 (8) + 9u(2)

(8)

where, 7 is a function of Xi, X, and Q= (qs qu 9a)

which denotes the reference position, velocity, and
acceleration. Accordingly, the uncertainty term can be
represented as = (X, X,,7) = =(X,, X, Qy).

To design the backstepping control system using SRWNN,
the following Lyapunov function:

V(Z(0), Z(8) = Vi+ 5 512 ®

And its derivative can be derived as follows:

Vz = Vl + Z’.’TZZ
=3~ K 4()+ 4 M (X) T
- C(X, X)X, - G(X;) —F(X)
—E(X, X, T)i — KIZI )+ ‘id(t)]

(10)

From (10), if the backstepping control law 7 is designed as

7= C(X, X)X+ G(X)) + F(X3) + =(X, X, Qo)

+ M(X,)[K, 2, (t) — qu(t) — KaZn (8) — 21 (2)),
where K, is a positive definite diagonal matrix, from (10),

the backstepping control system is the asymptotic stable.
However, since the uncertainty term =(X;, X,, Q;) is the

unknown value, 7 cannot be cvaluated. Accordingly, in this
paper, we employ the SRWNN to approximate the
nonlinear uncertainty term to a sufficient degree of
accuracy. The inputs of the SRWNN are the states X, and
X5, and its output is Z Thus the uncertainty term
Z(X,, X,, Q1) can be described by the optimal SRWNN
plus a reconstruction error vector € as follows:

EX)=Z(X|4) +¢ "
=Z(X14)+[Z (X 4) - E(X] D)) +¢,

where X=(X,X,), A=diag[d,, A, ..., 4, A

(i=1,2,...,m) is the collections of the estimated

weighting parameters of the SRWNN defined in [2], and
A" is the optimal weighting matrix that achieves the
minimum reconstruction error. Then, taking the Taylor
series expansion of = (X] A™) around A and substituting
it into (11), (11) can be obtained that

EX) = (X]A) +¢

- R N -Te i (12)
=EZ(X|A4) + AT[ 6(26/\2 A ]+a,
where A=A"— A, and a(t, X) = H(A",A) +¢, here,
H is a high-order term.

Assumption 1. It is assumed that the reconstruction term
plus high-order term is bounded as

llee (8, X)ll< 6, = 674, (¢, X)

where 6,&R® is an  unknown  vector and

Au(t,X):[1,||q(t)||,|l(}(t)”]T is a chosen regressor
vector.

Then, we proposec the backstepping control law using
SRWNN as follows:

a ~ ~ %
T= C(Xqu)X2+ G(X))+ F(X2)+E(X|A)+5"ﬁ

+ M(X)IK\ 2, () = 0,(t) — KoZy (8) — 2, (1)), (13)

Theorem 1: Assume that the robotic system (1) with
unknown model uncertainty is controlled by the SRWNN
based backstepping control law (13). Then if the tuning

parameters of the SRWNN and the error compensator d,,
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are trained by the following adaptation rules:
on (x| A }
A= | —— 17, (¢
R G
8.=|Z()|Pad (2, X)
where i=1,..,n, A =diag[A;}, Ay .oy A L) and
Ay = diag[Ay ), Ayy, Ay g]  are tuning  gain

matrices, The asymptotic stability of the SRWNN based
backstepping system can be guaranteed.

positive

4. Computer Simulations

In this section, we simulate the three-link manipulator to
show the effectiveness and feasibility of the proposed
backstepping control system, The dynamics of the three-link
manipulator given by [3] is used in this paper. To prove
the robustness of the uncertainties, we assume that the link
masses m,s and the link lengths @ are uncertain. Table 1

shows the parameters of the robotic system used in this
simulation.  In  addition, the external  disturbance
7,72 [0 4sin(2t) 0.3cos(3t) 0.2sin(2t)] is assumed to

influence the robot as in (1). The used SRWNN is a
simple structure compesed of one product layer and the
initial value of its weights is chosen randomly in the range
of {-1,1]. The inaccurate initial tuning parameters of the
SRWNNs are trained optimally by the on-line parameter
tuning methodology. The reference trajectory

q4(t) = [0.3cos(1.5¢+ (n/3)) 0.1cos(1.5t) 0.2c0s(1.5)¢]

is considered in this simulation. The initial positions are set
to g,(0) = ¢(0) = ¢(0)=0 and the parameters of the

proposed control system are chosen as follows:

K, = diag[150, 200, 180]
» = diagl50, 50, 50]

A, = diag[0.01,0.01,0.01]

A, = diag[0.01,0.02,0.01]

The tracking results as shown in Fig. | indicate that the
proposed control method can overcome unknown model
uncertainties and external disturbances. Figs. 2 show the
tracking errors of the joint 1, 2, and 3. In Fig. 2, we can
see that the tracking errors which occur at the starting
point converge to zero in less than a few seconds,

5. Conclusions

In this paper, we has developed the SRWNN based
backstepping contro} system for robotic systems with
unknown uncertainties, The SRWNN  having simple
structures have been used to approximate the unknown
uncertainties. The adaptation laws for training weights of
the SRWNNs and its error compensator have been induced
from the Lyapunov stability theorem, which have been used
to guarantee the asymptotic stability of our control system.
Finally, the simulation has been performed to show that the
or control system is applied for robotic systems without the
knowledge of uncertainty.

Table 1. The simulation parameters

Mass (m;, kg) | Link(a, m) |M.o. Inertia

Nominal |Actual Nominal |Actual |(Jos kgm?)
Joint 1] 1 | 35 ] 05 | 06 [43.33x10"9
Joint 2| 0.7 2.3 0.4 0.5 |25.08 x 10~ 1
Joint 3 1.4 4.6 0.3 0.4 132.67 x< 107
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Figure 1. Tracking results and control inputs. (a) Joint 1,
(b) Joint 2, (¢} Joint 3, (d) control input (solid line: actual
output, dotted line: reference output)
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Figure 2. Control errors. (solid line: Joint 1, dotted
line: Joint 2, dash—dotted line: joint 3)
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