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Abstract: Tracking is one of the most important pre-required task for many application such as human-computer interaction

through gesture and face recognition, motion analysis, visual servoing, augment reality, industrial assembly and robot obstacle

avoidance. Recently, 3D information of object is required in realtime for many aforementioned applications. 3D tracking is

difficult problem to solve because during the image formation process of the camera, explicit 3D information about objects in the

scene is lost. Recently, many vision system use stereo camera especially for 3D tracking. The 3D feature based tracking(3DFBT)

which is on of the 3D tracking system using stereo vision have many advantage compare to other tracking methods.

If we assumed the correspondence problem which is one of the subproblem of 3DFBT is solved, the accuracy of tracking

depends on the accuracy of camera calibration. However, The existing calibration method based on accurate camera model so

that modelling error and weakness to lens distortion are embedded. Therefore, this thesis proposes 3D feature based tracking

method using SVM which is used to solve reconstruction problem.
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1. Introduction

Computer vision is a very broad field of research that is in-

tended for helping computers and robots to see. With the ad-

vances of digital camera and imaging technology, computer

vision is playing an increasingly important role in automat-

ing tasks that involve visual sensory input.

Tracking is one of the most important pre-required task for

many vision application such as human-computer interac-

tion through gesture and face recognition, motion analy-

sis, visual servoing, augment reality, industrial assembly and

robot obstacle avoidance. Recently, 3D information of ob-

ject is required in realtime (3D tracking) for many afore-

mentioned applications. The three dimensional tracking is

difficult problem to solve because during the image forma-

tion process of the camera, explicit 3D information about

the scene or objects in the scene is lost. It is because that

imaging process is basically projection of 3D scene onto 2D

discrete image plane(in pixel). Even though it is possible

to perform 3D tracking using a monocular image sequence

[20]. These method have many weakness such that they have

many constraints and hypothesis and are very sensitive to

noise and so on. Therefore, many researchers who worked

on monocular tracking before have now shifted to work on

stereo tracking. It is because it is easier to ”track” 3D ob-

jects in 3D space than in 2D image space. Especially, 3D

feature based tracking(3DFBT) [18] [19] using stereo vision

have advantage over other methods. The 3DFBT is able

to run in real-time, it is because it use simple 2D feature

tracking with both camera independently and the 2D fea-

ture tracking is more easy rather than 3D feature tracking.

Then tracked 2D feature of both cameras reconstruct 3D in-

formation of object.

There are two computational subproblems associated with

3D tracking of target using stereo pair feature points on

image. One is feature correspondence problem , another

is camera calibration problem for reconstruction. It is

difficult and important to solve the correspondence prob-

lem(temporal[15][14] and stereo[21][22][3]).

If we assumed the correspondence problem is solved, the dif-

ficulty of 3DFBT problem depends on the amount of a priori

information of camera(s) available. If the intrinsic and ex-

trinsic parameters of the camera(s) are determined by cam-

era calibration method[1]-[7], then reconstruction in abso-

lute coordinates is possible. However, the accuracy of the

reconstructed structure is sensitive to the accuracy of these

obtained parameters. However, the existing method based

on accurate camera model so that modelling error and weak-

ness to lens distortion are embedded. Therefore, this paper

focused on stereo calibration method using Support Vector

Machine(SVM)[8][9][12][13] to solve reconstruction problem

which is a subproblem of 3D feature based tracking using

stereo vision.And we also present real time 3D feature based

tracking using proposed stereo camera calibration method

using SVM. We propose a method that track the 3D position

and pose of object from tracking 2D stereo corresponding

features in realtime(3DFBT). The remainder of this paper is

organized as follows: - section 2 provides a preliminary that

will be used throughout this paper. - The proposed stereo

calibration method is described in section 3, - Simulation

and experiment results are shown in section 4 and then we

conclude this paper.

2. Preliminary
2.1. Camera calibration and stereo reconstruction

The problem of camera calibration is to obtain the relation

between image coordinate and world coordinate as (1).⎡
⎣ sIu

sIv

s

⎤
⎦ =

⎡
⎣ P1 P2 P3 P4

P5 P6 P7 P8

P9 P10 P11 P12

⎤
⎦

⎡
⎢⎢⎣

Wx

Wy

Wz

1

⎤
⎥⎥⎦ (1)

where I means image coordinate and P is transform or rela-

tion matrix and W means world coordinate. This matrix P

is typically consists of extrinsic and intrinsic parameters. Ex-

trinsic parameters represent the position and pose of camera
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with respect to specific world coordinate. In multi-camera

system, extrinsic parameters also describe the relationship

between two cameras. Intrinsic parameters represent in-

herent properties of the camera optics, including the focal

length, the image center, the image scaling factor and lens

distortion coefficients. Generally, the objective of the camera

calibration procedure is to determine values for these param-

eters( extrinsic and intrinsic ) based on image observations

of known 3-D target points[1]-[3][4]-[6]. And of course, the

camera calibration can be thought as determining transfor-

mation matrix or relation matrix P.

Reconstruction problem[1]-[3] is how to reconstruct 3D po-

sition (xi, yi, zi) of a point from corresponding 2D image

point (ui, vi). Methods for reconstruction can divide into

two classes: using stereopsis and using motion. In this sec-

tion, simple method using stereopsis is described briefly.

The projection matrix P is known if camera calibration

Fig. 1. Stereopsis

process is performed before. If stereo camera are used, P

matrix for each can be used to determine 3D position of tar-

get object as shown at Figure 1 using Linear Triangulation

methods [2]. The Linear Triangulation method is following.

The equation (2) can be derived from two calibrated camera

I1 = P1 · W , I2 = P2 · W (2)

where I1, P1, I2, P2 are image coordinate data (matched)

and projection matrix of camera 1 and camera 2 respectively,

and I1 = (u1, v1), I2 = (u2, v2), and W is corresponding

world coordinate 3D data point, W = (X, Y, Z, 1). The

objective of reconstruction is to find world coordinate point

from obtained stereo pair image point. The solution can be

determined by solving the equation (3) for W.⎡
⎢⎢⎣

u1P
3
1 − P1

1

v1P
3
1 − P2

1

u2P
3
2 − P1

2

v2P
3
2 − P2

2

⎤
⎥⎥⎦ · W = 0 (3)

where Pj
i are the i-th row of Pi.

2.2. Optical flow

A critical but difficult problem for tracking, obviously, is

constructing correspondences. In 2D tracking, to find tem-

poral correspondences means tracking itself. In 3D track-

ing, to find temporal and stereo( between two cameras )

correspondences make the 3D tracking possible. The optical

flow[1][14][15] indicates that an image point moves from here

to there(correspondence) temporally or spatially(stereo).

We denote an image by I (x,y,t), and the velocity of an image

pixel p=[x,y]T is

vp = ṗ = [vx, vy]T = [dx/dt, dy/dt]T

Assuming the intensity of p keeps the same during dt, i.e.,

I(x + vxdt, y + vydt, t + dt) = I(x, y, t)

If the brightness changes smoothly with x,y and t, we expend

the left-hand-side by Taylor series:

I(x, y, t) +
∂I

∂x
vxdt +

∂I

∂y
vydt +

∂I

∂t
dt + O(dt2) = I(x, y, t)

If we ignore high order term O(dt2), we have (4).

∂I

∂x
vxdt +

∂I

∂y
vydt +

∂I

∂t
dt = 0

i.e. ∇I · vp +
∂I

∂t
dt = 0 (4)

where ∇I = [ ∂I
∂x

, ∂I
∂y

]T is image gradient at pixel p, which

can be obtained from images. And also can be obtained

from images easily, We call this equation optical flow con-

straint equation.

Apparently, for each pixel, we have only one constraint equa-

tion, but we need to solve two unknowns, i.e., vx and vy,

which means that we can’t determine optical flow uniquely

only from such optical flow constraint equation. Given this

constrain equation, we can only determine the normal flow,

i.e., the flow along the direction of image gradient, but we

can not determine those flow on the tangent direction of

isointensity contour, i.e., the direction perpendicular to the

image gradient. This problem is so called aperture problem.

2.3. Support vector machine

Support Vector Machines(SVM)[8][9] proposed by Vapnik

early in 90’s have become a subject of intensive study in

statistical learning theory. The main idea of support vec-

tor machine is to find the hyperplane which have maximum

margin.SVMs are a system for efficiently training the lin-

ear learning machines in the kernel-induced feature space.

Initially, it was designed to solve pattern recognition prob-

lems [11], where in order to find a decision rule with good

generalization capability and a small subset of the train-

ing data( called the support vectors). Recently, SVM has

also been applied to various fields successfully such as object

recognition [10], pattern recognition[[11]], function regres-

sion[[12]][[13]]. When SVM is employed to tackle the prob-

lems of function approximation and regression estimation,

the approaches are often referred to as the support vector

regression(SVR) [12][13]. The function approximation us-

ing SVR is very effective, especially for the case of having

a high-dimensional input space because the SVM is a uni-

versal approach for solving the problem of multidimensional

function estimation.

In a regression problem, the goal is to find a fit to the input-

output data points, {(x1, y1), (x2, y2), . . . ,(xn, yn)},(x ∈
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Rm, y∈R), sampled from unknown function. SVM can also

be applied to regression problem by the introduction of an

alternative loss function[12]. These loss function are shown

in Figure 2. A support vector machine is an approximation

� � � � � � � � � � � � � � 	 � � 
 � � � � 
 � � � � � � � � � � � � � � � � 	 � � � � � � � 
 � � � � �

Fig. 2. Loss functions

of the form as (5).

f(x) =

n∑
i=1

wiφi(x) + b (5)

where φ : X → F is a nonlinear map from the input space

to some feature space. Then the non-linear SVR solution,

using an ε-insensitive loss function, is given by,

max
α,α∗ W (α, α∗) = max

αi,α∗
i

n∑
i=1

α∗
i (yi − ε) − αi(yi + ε)

+

n∑
i=1

n∑
j=1

(α∗
i − αi)(α

∗
j − αj)K(xi,xj) (6)

subject to

n∑
i=1

(αi − α∗
i ) = 0, 0 ≤ αi, α

∗
i ≤ C (7)

where K(·) is a kernel function which is inner product of two

feature space, i.e. <φ(xi), φ(xj)>. Kernels that usually used

are represented at Table 1 . Solving equation (6) with con-

Table 1. Kernels

Linear polynomial RBF

K(x, x′) <x, x′> (<x, x′> +c)p exp(− ‖x−x′‖2

2δ2 )

ERBF Tangential Fourier

K(x, x′) exp(− ‖x−x′‖
2δ2 ) tanh(ρ <x, x′> +�)

sin(N+ 1
2 )(x−x′)

sin( 1
2 (x−x′))

straints equation (7) determines the Lagrange multipliers,

αi, α
∗
i , and the regression function is given by (8),

f(x) =
∑
SV s

(αi − α∗
i )K(xi,x) + b (8)

It should be known that ’Training an SVM ’ can be expressed

as solving a quadratic program.

3. 3D feature based tracking using SVM
3.1. Stereo camera calibration using SVM

In this paper, stereo calibration using SVM for reconstruc-

tion is proposed. It is proposed to solve the reconstruc-

tion problem which is one of the subproblem of 3DFBT.

We use stereo pair image as input and corresponding world

coordinate point as output to train SVM. Three SVMs are

used for learning the relation(or nonlinear function) between

stereo pair image and world coordinate data. The pro-

posed stereo camera calibration method for 3D reconstruc-

tion using SVM is shown in Figure 3. where (u1i,v1i) and

Fig. 3. Proposed stereo calibration system using SVM

(u2i,v2i) are image coordinate data (in pixel) which are

generated by the same world coordinate point (Xi,Yi,Zi).

And (Xi,Yi,Zi) are actual world coordinate data which are

mapped as (u1i,v1i) and (u2i,v2i) on two images. If we

have N known input-output data,{(u11, v11, u21, v21, X1,

Y1,Z1), . . . , (u1N , v1N , u2N , v2N , XN , YN , ZN )}, we can

train SVMs with these N input-output data. After three

SVMs are trained( or solve the quadratic program ) with

these input-output data, we can determine SVs(support vec-

tors) and α − α∗ of equation (8) for each SVM. Then we

can reconstruct 3 Dimensional position with equation (9) as

follows.

X =
∑
SV x

βxiK(sxi,x) + b , Y =
∑
SV y

βyiK(syi,x) + b

Z =
∑
SV z

βziK(szi,x) + b (9)

where β is (α−α∗), x is (u1, v1, u2, v2) which is image coor-

dinate data of both cameras corresponding world coordinate

data (X,Y,Z), s is support vectors, subscript x, y, z repre-

sent that it is for (SV Mx, SV My, SV Mz) of Figure 3. After

we train the SVM on a range of interest, the SVM can de-

termine the world coordinate point for any matched pair of

image points on a range of interest from (9).

If correspondence problem is solved, i.e. it is apparent that

(u1, v1, u2, v2) are projection of same world coordinate point

(X,Y,Z), the accuracy of 3DFBT depends on the accuracy

of camera calibration. However, The existing method based

on accurate camera model so that modelling error and weak-

ness to lens distortion are embedded. Therefore some learn-

ing method using neural network have been developed[7].

Similarly to neural network method, it should be noted that

this approach is different form conventional camera calibra-

tion techniques in the sense that no extrinsic and intrinsic

camera parameters are found. Instead, the system is trained

so that it can determine 3D position of objects w.r.t world

coordinate directly. And this method also learns internal

characteristics of camera such as lens distortions and cell

size, so there are no need to correct distortions and to know

any camera parameters. Simply speaking, trained SVM rep-

resent stereo camera itself.

And it shows some advantages compare to neural network.

One is that it’s robust property against noise(good gener-
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alization property : prevent to over-fit) due to its maximal

margin property and that the number of free parameters in

the function approximation scheme is equal to the number

of support vectors. Another is that the SVM approach are

convex hence have no local minima. Finally, the capacity of

a system is controlled by parameters does not depend on the

dimensionality of the space.

3.2. Real-time 3D-FBT using SVM

Our system uses stereo views of interest point features of ob-

ject for the 3D object tracking in realtime. Overall system is

shown in Figure 4. The 3D object tracking system operates

Fig. 4. Proposed real time 3D feature based tracker

in three phases: an initialization phase, a 2D feature track-

ing phase and reconstruction phase.

Initial phase is made up of three components: initial feature

selection, determining initial correspondences and training

SVM. The feature extraction is not a focus of this paper so

we would like to avoid discussing the details. Target fea-

tures are selected manually. We use a publicly available im-

plementation of the work by Tomasi and Kanade [17][16]

to extract corner features in our experiments. Then initial

correspondence of selected features are determined by pre-

known structure of target. SVM is trained for stereo camera

to learn the relation between 2D image pair data and 3D

world coordinate data with chess board pattern as shown in

Figure 5.

The second phase consist of two components: 2D feature

Fig. 5. Training data for SVM

tracking and adjustment of tracked feature. Feature points

are then tracked in each camera image independently us-

ing a pyramidal implementation of the Lucas-Kanade op-

tical flow algorithm[1][14]. Feature tracking is performed

by computing optical flow from frame i-1 to frame i. 2D

feature tracking techniques can much more reliably estab-

lish feature matching(tracking) between image frames than

stereo matching. After computing optical flow, i.e. feature

points of frame i are tracked from frame i-1, feature points

are adjusted to strong corner by Tomasi and Kanade [17][16]

so that it can prevent accumulation of error. If tracking is

performed successfully it maintain feature correspondences.

These features are feed back for frame i+1.

In third phase, the tracked features from phase 2 are used as

input for trained SVM to reconstruct 3D information of 3D

object. From the initialization phase, SVs and coefficients β

are delivered for each support vector machine. Using these

parameters, it can compute corresponding 3D positions of

matched feature pairs easily from equation 9. Due to sim-

plicity of equation (9), proposed 3 Dimensional feature based

tracking using SVM can run in real time. The real test data

for testing reconstruction error is shown in Figure 5. And the

results of simulation and experiment shows that it can recon-

struct more accurate 3D object feature position. So proposed

method is more accurate real time 3D feature based tracking

method than others. The real time 3D feature tacking result

and comparison of reconstruction error will be shown in next

section.

4. Results and conclusion
4.1. Simulation results of stereo camera calibration

For the simulation, a simple pinhole camera model with ra-

dial and tangential lens distortion is used as virtual cam-

eras. Intrinsic and extrinsic parameters of virtual camera

are shown in Table 2, Figure 6 respectively. The distance

Table 2. Intrinsic parameters of left and right virtual camera

f Du Dv a [u0, v0]

25[mm] 136.7143 142.8565 0.9570 [650,515]
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Fig. 6. Pose and position of camera w.r.t world coordinate

between two cameras is 250[mm]. The RBF kernel is used.

The training and test data for output, i.e world coordinate

data, are shown at Figure 7.

The simulation procedure is as follows. First of all, world co-

ordinate data(3 dimensional location of each corners of Fig-

ure 7) are projected to two virtual cameras. Then these pro-

jected data are quantized to integer(due to pixel unit), and

an gaussian noise and lens distortion are added. And known
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Fig. 7. Training and Test world coordinate data

3D world coordinate data(output) shown in Figure 7 and cor-

responding stereo pair data(virtual camera image) are used

to train three SVMs(Figure 3). After training, test stereo

pair data are obtained through same procedure of training.

If we use test image data obtained above as input of trained

SVMs, then the output of SVMs represents 3D reconstruc-

tion. To measure the reconstruction error Root Mean Square

Error (10) is used.

Errreconst =
1

N

N∑
i=1

√
(Xi − X̂i)2 + (Yi − Ŷi)2 + (Zi − Ẑi)2 (10)

where i-th test world coordinate is (Xi, Yi, Zi), i-th output

of SVM is (X̂i, Ŷi, Ẑi), N is number of test data points.

The simulation are performed at varying variance of gaus-

sian noise with 5 types of lens distortion as shown at Ta-

ble 3. The nonlinear calibration technique(minimizing cost

Table 3. 5 types of lens distortion for simulation

k1 k2 p1 p2

Type 1 0 0 0 0

Type 2 -2.8e-3 4.5e-5 -9.0e-4 2.0e-5

Type 3 -5.7e-3 6.3e-5 0 0

Type 4 -4.1e-3 5.3e-5 -3.5e-3 4.0e-5

Type 5 -6.3e-3 6.1e-5 -7.5e-3 5.0e-5

function (10) using result of standard DLT as initial guess

[4][6](DLT & Optimisation)), and multi-step calibration

method(estimate camera parameters and lens distortion by

LM algorithm and then correct the distortion [6](Heikkila))

and Tsai’s Method [5](Tsai) are used to compare reconstruc-

tion error. Simulation results are shown at Figure 8. From

results of simulation, If there is no lens distortion traditional

calibration method shows good result. But it is impossible

and there is no model to represent the camera exactly and no

camera without lens distortion. And Heikkila method shows

good result for all types of simulation , but it requires pre-

known camera parameters. As shown results of simulation,

proposed method shows good result without regard to lens

distortion.

4.2. Experiment Results of Real-time 3D Tracking

using SVM

For experiment two SONY XC-75CE monochrome camera

are used. The RMSE of reconstruction with real imageis

shown at Table 4. The realtime tracking results are shown

at Figure (9)(10).
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Fig. 8. Simulation result and comparison

Table 4. RMSE for reconstruction with real data

Proposed Heikkila DLT&Opt. Tsai

RMSE 3.00318295 3.0358397 3.211661 3.2427883

Fig. 9. Result of experiment

4.3. conclusion

A new 3 Dimensional Feature Based Tracking method using

SVM was presented. The 3DFBT is a 3D tracking method

that uses 2D feature tracking and stereopsis. This kind of

method for 3D tracking has many advantages over other

tracking method. Because 2D feature tracking is much more

easier than 3D tracking. This method has two main sub-

problems: correspondences and reconstruction. If we as-

sumed correspondences problem is solved, the accuracy of

the 3DFBT is depend on the accuracy of the camera cali-

bration. However, existing camera calibration methods have

embedded weakness because these method based on exact

camera model and because there is no camera model to repre-

sent camera exactly. So, a new stereo calibration method us-
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Fig. 10. Result of experiment[cont.]

ing SVM was presented in this paper. We demonstrated how

to make the SVM learn the relationship or nonlinear func-

tion between matched stereo pair image and corresponding

world coordinate. The proposed method is like neural net-

work method (intrinsic camera calibration method). But,

the proposed method has several advantage against tradi-

tional camera calibration methods and neural network meth-

ods. a) The SVM has robust property against noise ,so this

method are robust against noise(generalization problem). b)

This method has no local minimum solution because train-

ing SVM is to solve quadratic problem. c) There are no

need pre-known camera parameters and no need to estimate

lens distortion and to correct them. d)It is more accurate

without regard to lens distortion because trained SVM im-

itate stereo camera itself. The reconstruction using SVM

tested with simulation and experiment with real image. The

result in last section show that proposed method more ac-

curate without regard to lens distortion over other methods.

The experiment for propose 3D Feature Based Tracking us-

ing SVM was tested and shown in last section. The result

of experiment shows that proposed method run in real time

and is more accurate other methods.
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