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Abstract:

In this paper, a modified-SOVA (soft output viterbi algorithm) of turbo codes is proposed

for quantized channel receiver filter outputs. We derive optimum branch values for the Viterbi
algorithm. Here we assume that received filter outputs are quantized and the channel is additive
white Gaussian noise. The optimum non-uniform quantizer is used to quantize channel receiver filter
outputs. To compare the BER (bit error rate) performance we perform simulations for the modified

SOVA algorithm and the general SOVA.

1. INTRODUCTION

Since turbo codes is introduced in [1], researchers have
been interested in finding good encoders and good
decoding algorithms which is efficient to the iterative
decoding. The well known decoding algorithms are the
maximum a posteriori (MAP) [2], the log-MAP, the
max-log-MAP [3], and the soft output Viterbi algorithm
(SOVA) [4].

Among all the above algorithms, SOVA algorithm has
some advantages in the aspect of the complexity and the
speed of decoding. SOVA is operated with additions and
subtractions instead of multiplications. Memory
requirement of SOVA 1s much less than that of MAP.

Due to these advantages, in the real-time decoder, it is
likely that SOVA would be implemented using quantized
data. Recently a research [3] is performed to evaluate the
performance for the SOVA algorithm with the quantized
receiver filter output. The optimal range of quantization
has been studied with the given levels of quantization. In
[6], we find some different kinds of quantizers, uniform,
non-uniform and Logarithmic quantizer. With the
quantized receiver filter output, the decoding algorithm
with the approximated conditional probability derived
from the pdf of continuous received filter output is
normally used. In this case, we can expect that there exist
some performance degradation since the maximum likely
function is not derived from the PMF (probability mass
function) of quantized receiver filter output. Paper [8]
has proposed a modified MAP algorithm with the
maximum likely tunction derived from PMF.

In this paper, we consider the modified SOVA algorithm
with the maximum likely function derived for the PMF of
the quantized received filter output. Here we cosider the
optimum nonuniform quantizer (Lloyd-Max quantizer
[11]) instead of the uniform quantizer. The non-uniform
quantization can reduce the quantization error. The
modified SOVA algorithm for the quantized output
achieves the same performance as the SOVA algorithm
operating on continuous data as the number of quantized
levels is going to the large value. Simulation results show

that, with the quantizer which has more than four b ts
quantization, the modified SOVA achieves tie
performance which is almost equivalent to that of tae
general SOVA with the continuous channel output.

The remainder of the paper is organized as follows: Thae
system model & channel is introduced in Section II. [n
Section [, the modified SOVA for the quantized
channel with the optimum nonuniform quantizer is
expained. In Section IV various simulation results are
presented. Finally, Section V concludes.

2. THE SYSTEM MODEL

A block diagram of turbo coded system considered in this
paper is shown in Figure-1. Information bits d, = Oor

d , = lare produced with equal probabilities. We consid >r

the system which consists of two identical parall:]
recursive systematic convolutional (RSC) encoders whose

octal generators are (7,5); with code rate 1/2, ard

constraint length 3. Source inputs o ¢ S are grouped into a

frame of 512 bits. A pseudo random interleaver s
implemented between two component encoders Tie
encoded binary symbols are assigned to the signals of
antipodal-BPSK.

The only additional block to the general system model of
turbo code is the quantizer which changes the continuots

receive filter output 7, into the corresponding discreie
output Fiop .The quantized data 1 takes values from
the discrete set Q= {q,,q,, """ .4, ..} . There are

L =2" quantization levels for 1 bits quantizer. With
this quantization the channel could be modeled as a
discrete channel shown in Fig.2 described by a set ¢f
transition probabilities. For simplicity of the system model,

information bits i, ={0,]} is modulated into the

channel symbols b, ={-11} . Quantizer convertel

receive filter output into quantized output.
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[Figure-2 AWGN and DMC]
After the quantization, the AWGN channel is changed to
DMC (Discrete memoryless channel). DMC channel has

two  discrete-input  levels and 2" discrete-output
levels.
3. DECODINGALGORITHM & OPTIMUM

NONUNIFORM QUANTIZER

For a DMC channel, we consider a SOVA decoding

algorithm based on channel transition probabilities. Let [
be a set of path numbers in a trellis of a convolutional code,
i be its element which is assigned to each path as

) _goli) o) (1) (1)
S ={85,51".5; 2 Skl
where /(0 </ < D)represent a posuion in the trace-back

depth , D be a trace-back depth, The a posteriori
probability is given by

S
SA+D) R]‘ 2

k+D

P(SIE?D |Rk+D) = P(RIEIBD

(O

Since the probability P(R,,,) is independent of
SOVA algorithm is then modified to
Q] — i) @
max?P(SeipsRen) = maXP(RIELmSkw)'P(Sm)D

iel iel
@)
After determining the Survivor path based on the received

i

i

signal up to time & + ), an information symbol d, at

time  is decoded
The joint probability in Eq (2) at time J can be calculated
from the product of branch transition probability by
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where P(S.".,,R,.,,;) is path transition probability at

_ (i) (€3] (€3]
Re)=P(S s R ) V(RS0 0S

the time of k —'l —1 to time k+! branch transition
probability is represented by (eq-4)

O] (1) 6] €]
V(R SpiiS 3 )= PWeers Vet isrs Sk S

(i) (1) M) ()
PSSk ) PSSk

€
Here, a variable with a suffix k +/ shows a value at time
k +1 is the received signal corresponding to a parity bit,

S,(( 2, , corresponds to the originating state and S/E?z
corresponds to the terminating state of a code.

s P o) 0 . .
P(Yeers Vira|dists Skira > Siasy)  is the likelihood

value of an combination of information bit and parity bit,

P(dH (i)

S pote 1=Sk+1)15 either 1 or O depending upon the

()

code, and P(S‘gl Sig-1) 1s a priori state transition

probability.
In a conventional VA for maximum likelihood decoding,

the last factor P(s{”ls{” ) is not included. On the

other hand, since we are now discussing SOVA, this factor
is taken into consideration.
The first fraction of the right side of Eq (4) is given by

s )24 (i)
PYig: Vi dk+l>SA+l—1vSA+l) P(y;.,

&)
and assuming that channel is AWGN, each factor is
represented by pdf.

—i-if)?
p(yili L e
k
N27ro
] -~y
P ) = e > (6)
\27o

Note that, due to the quantized channel, the input to the
decoder is no longer continuous but instead is constrained
to a set of discrete values as decided by the choice of the
quantizer. Let us express these quantized signal of

(s) (p) ts) (p)
YLy as V[Q]k,, (o -

{i) (1) 11) (H
YRy oSSy )= P X1 Yoy \d58,5.857)

P(d \S(” (r)) P(S(r)\s(r))

-12 }
(7
The first term on the right-hand side in (eq ) becomes

O
P(x.i[Q]’yj[QIIdJ’SJI’ ) = P(x;,d7)-

lq]
(8

and we are taken into a logarithm on the every terms. each

probability is changed to the branch metric

[)> and the path metric A, (S ,f_i),

S i)

k+D
definedas k+/,

In SOVA, branch metric in a path is at the time

k+1

di) PVl |d

p
k+l

;)
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path metric at the time k& +/ is given recursively by
Gyy (1) (1) (£
A1 (S60) = Moy (S ) T oy (s Sin ) 10D

+

The difference of A}’ between the metric of a
survivor path and that of a non-survivor path is given by

NG = AGSE) - AGSET) an

From now on, we calculate the pmf . As an example we
explains the case of a 3-bit uniform quantizer shown in
[Fig-3]. The pdf of received signal is a bimodal Gaussian
distribution. We derive that channel transition probability
is pmf in quantized channel (DMC). The pmnfs of received
signal are defined by the integral of the conditional pdf of
the received signal lying over the region (bin) whose
mid-point (for uniform quantization) corresponds to
Yiole» Yi

P =Pr(y, €T, \i,)=Pr(yo €4, \i})
=[, PO \idy,

-4 -3 -2 -1 0 1 2 3 4
[Figure-3 Example of 3bit uniform quantizer(-4,4)}

4. SIMULATION RESULTS

To illustrate the above derivation of the decoding
algorithm and to compare the BER performance. We
perform simulations for the cases of an uniform quantizer
and the optimuin nonunitorm quantizer with the number of
quantization bits, n = 2,3,4-bits. The length of interleaver
is 512. Puncturing is not used. The overall code rate of the
svstem is 1/3. The dotted lines of Fig. 4 shows simulation
results of the modified SOVA (Q-SOVA) for the difterent
numbers of quantization bits and the solid line of Fig. 4
shows the simulation results of general SOVA with
continuous received filter outputs  with eight iterations.
Fig. 4 shows that the BER performace of the modified
SOVA (Q-SOVA) approaches to that of the general SOVA
as the number of quantization bits goes to the large value.
With 4 bits quantization, the moditied SOVA has almost
the same performance to the general SOVA.
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[Figure-5 Performance of the Modified SOVA and the
SOVA for quantized datal

Fig. 5 shows simulation results tor the modified SOVA ard
the general SOVA with quantized values. The SOVA wi'h
quantized value represents the general SOVA algorithn
which use the quantized receiver filter outputs as branch
metrics. This branch metric is corresponding to  the
approximation of the likelihood value of the quantized
output. This indicates that the performance of modified
SOVA (Q-SOVA) is better than that of SOVA wih
quantized values.

For the case that quantized receiver ouputs are given, with
the modified SOVA algorithm has better BER performance
than SOVA with quantized values.

In this paper we consider the Lloyd-Max quantizer [1']
which is optimized for the incoming data having a
Gaussian distribution for a given transmitting symbol. Fig
6 shows the simulation results for the general SOVA and
modified SOVA's (Q-SOVA) with nonuniform and
uniform quantizers with 3 bits quantization. Nonuniforin
quantizer has better BER performance than uniforin
quantizer.

665



[Figure-6 BER Performance of the Moditied SOVA with
nonuniorm (Lloid max) and uniform quantizer}

5. CONCLUSION

We have proposed the modified SOVA for quantized
channel filter outputs. We derived maxium likelihood
values for received sequences in considering pmf values
instead of Gaussian pdf’s for discrete channel outputs.
This gives us the concept of maximum likelihood
functions of DMC and we derive the branch values of the
modified SOVA.  Simulation results show that the
modified SOVA outperforms the SOVA with quantized
values. However we should note that the SOVA with
quantized values is implemented with quantized branch
values and the modified SOVA is performed with
continuous branch values which are the derived from the
likelthood  function. The nonuniform quantizer
(Lloid-Max quantizer) has better performace in the
modified SOVA, but the uniform quantizer might be used
in the SOVA with quantization values.
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