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Abstract

Grid system has the potential to resolve the current need of bioinformatics for super-computing
environment inexpensively. There are already several Grid applications of bioinformatics tools. To
solve the real -world bioinformatics problems, however, the various integration of each tool is necessary in
addition to the implementation of more basic tools. Workflow based problem solving environment can
be the efficient solution for this type of software development. There are still heavy overhead, however,
to develop and implement workflow mode! on current Grid system. He re we propose a model of simple
problem solving environment that enables component based workflow design of integrated bioinformatics
applications on Grid environment by using Condor functionalities. We realized this model for practical
bioinformatics solutions of a genome sequence analysis and a comparative genome analysis. We
implemented necessary bioinformatics tools and interfacing tools as the components, and combine them

in the workflow model of each solution by using the tools presented in Condor.

Introduction been raised as a new solution for high -throughput
The size of biological data to be managed and and high-performance computing field, which
analyzed is increasing drastically with the matches with the compute-intensive
progress of genomics researches and high- bioinformatics application that includes the
throughput biotechnology. As a result, this field calculation of various NP complexity algorithms

meets inevitable need of high -throughput and the management of large data sets[1,2].
computing resources. Grid computation has Recently, several groups have reported the
examples of Grid application in bioinformatics
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on Grid environment, however, are limited on the
individual tools like sequence comparison
méthbds which can be applied to solve the subset
of biological data analysis[5]. Bioinformatics
solution should be flexible and integrative to
match the need of various biological problems.
There are a few instances of integrated
bioinformatics applications on Grid system and
these are usually the results of very specific and
complicated development[6].

It is noteworthy that some core analysis tools

could be applied to many different bioinformatics

subjects by adding some application specific tools.

For example, the sequence comparison tools can
be used in various genome sequence analyses
with some different post-processing tools. One
of the efficient solutions for this type of software
development may be the workflow-based problem
solving environment. There are still heavy
overhead, however, to develop and implement this
workflow model on current Grid system. It needs
lots of effort to develop the high-level Grid utility
for the specific applications. Although the Grid-
computing environment has a significant potential
to enhance the "efficiency of bioinformatics
research, those limitations huddle the propagation
of Grid application in this field. To facilitate the
development of Grid-application . in
bioinformatics, the overhead in interfacing the
software (Grid

In this

application and Grid-system

middleware) should be minimized.

aspect, Condor[7] has lots of merit as a Grid

supporting  technology . for writing Grid
applications although two representative Grid
middlewares are Globus[8] and Legion[9].

In this report, we propose a simple problem

solving environment that allows easy implement
of component based workflow of bioinformatics
solution on Grid environment by us‘ing condor
functionalities. ~We realized two examples of
integrated biocinformatics solutions that are for
genome sequence search with flexible selection of
sequence comparison algorithms and for
orthologous gene finding (OGF) among genomes.
The implemented tools are Grid-BLAST, Grid-
FASTA, Grid-Smith-Waterman algorithm as the
common application components and the
interfacing components specific for each of two

integrated solutions.

Systems and Methods

Key Utilities of Condor for the Construction of
Integrated Application on Grid

The goal of Condor is somewhat different from
Globus or Legion that try to fulfill the role of
software  supporting

general  Grid-system

complete Grid. Condor is rather specialized to

. support high-throughput computing applications
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on Grid system[10]. It has many resource
management and job management functions
supporting implementation and management of
the computing application on Grid[11,12]. Here
we introduce key features of Condor that we used

for the implementation of our Grid application.

Workflow Design Utilities

DAGMan is a meta-scheduler that makes simple
workflow design on gird possible. The DAG
scripts can handle the dependency and the
schedule of each job in DAG. DAGMan holds
and submits jobs to the Condor queue at the

appropriate times. We could simply make the



workflow structure for our solution by define each

executable component and their dependencies

applications on Condor system can be extended

into the larger Grid.

Workflow Designer ~

Integrated Applications

Integrated
Application Layer

Pre-built
Integrated
Applications

Components Layer

Grid Middleware Layer

Fig. 1 Structure of bioinformdﬁcs problem solving environment on Grid.

with DAG scripts as shown in later section of this

paper.

Grid Computing Support Utilities

Basically Condor has a feature of flocking which
allows the job submission among differe

nt Condor pools. Condor jobs can be submitted
to the resources accessible through Globus
interface by Condor-G In addition even if the
are

architectures of middleware

different[13].

systems
Glideln enables the extension of
Grid pool in reverse way. When the resources in
other Grid middleware run Glideln, they will
temporarily join Condor pool and can share the
resources. For example, Condor resources can
be combined with Globus resources by using

Glideln on Globus. In these ways,; the Grid
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Job Management and Resource Monitoring
Utilities

Checkpoint[12] and migration utility help to
secure and complete job. Many desired policies
and requirement of job can be described by
ClassAd mechanism[14] for resource status such
as RAM memory, CPU type, CPU speed, Virtual
memory size, physical location, and current load

average.

Results and Discussion

Model of Integrated Bioinformatics Solution
on Grid

We propose a model of the bioinformatics
environment enabled by

problem  solving

component based workflow design of integrated



bioinformatics applications on Grid and show the
practical example of implementation. Fig. 1
shows the structure of this model. It has basically
two layers: Components Layer and Integrated

Applications Layer. Components layer consists of

application component and interfacing component.

They are Grid enabled executable files or a Grid-

enabled program inherently.  Application
component is an application which makes it
possible to analyze bioinformatics data
independently. Interfacing components include
such functions like pre- and post-processing of
application components, interfacing for input and
output files and user interface. These
components are reusable to build different
integrated solution. Interfacing components take
charge of important role to give the flexibility to
the system corresponding to the diverse
integrating request of biocinformatics problems.
Integrated application can be a final solution or
another application component. It usually takes
advantage of a Condor command script file and a
DAG script file which are executable by Condor.
Various workflows corresponding to the specific
solutions can be constructed by proper
arrangement of components by using these
Condor scripts and the system can achieve the
flexibility corresponding to the diverse request of
bioinformatics  problems. The following
subsections show implemented components and
two example of integrated bicinformatics solution

made in our model environment.

Application Components
One of primary bioinformatics applications is

sequence alignment tool, which aligns a pair of

DNA (or protein) sequences based on their

similarity. Another fundamental tool in
bioinformatics as a direct application of sequence
alignment is the homologous sequence search tool.
Diverse integrated bioinformatics solutions can be
made by applying these tools. Because of the
popularity of these tools and the need of our final
integrated solutions, we implemented them as

application components.

Grid-BLAST/Grid-FASTA

BLASTI[5] and FASTA are popular applications
that search sequence similarity and homology
based on the local sequence alignment for query
sequence We

developed Grid-BLAST and Grid-FASTA to

against sequence database.
enable them to run in Grid environment. These
tools facilitate searching homologous sequences
in multiple sequence databases for various
numbers of querying sequences by using grid
resources. They generate a condor command
script file to run the parallel job and submit it into

The scripts can have the options

of

condor pool.

regarding proper usage computational
resources as well as the original options of
BLAST and FASTA. Condor negotiates proper
computational resources for each job and
allocates them. FEach result files are saved in

specific directory of the submission machine.

Grid-SWSearch
Grid-SWSearch is a homologous sequence
searching program by pair-wise sequence

comparison based on Smith-Waterman algorithm
against sequence database on grid. As Smith-

Waterman algorithm[15] is one of dynamic



programming algorithm, it gives more precise

results then output from FASTA (or BLAST) but

requires longer execution time. We
implemented improved Smith-Waterman
algorithm which reduces (memory) space

complexity by linear space algorithm[16] and
complexity by the modified
In  Grid-SWSearch,

computational
Gotoh's  algorithm[17].
database and query sequences are divided into
pieces of bigger or same number than the number
of nodes and assigned to each node to parallelize
the work. [Each job doesn't pass any massage to
each other to remove communicational overhead
and to run independently from each job. After
bundles of jobs are submitted to condor pool, each
job calculates the similarity of all pair of
sequences, performs statistical evaluation, and

Grid-SWSearch does not
We

sends back the result.
show alignment to reduce execution time.
can execute Grid-SWalign (see below) to see

sequence alignment if necessary.

Grid-SWAlign

Grid-SWAlign is a grid enabled sequence

alignment program based on Smith-Waterman
algorithm. This tool only has sequence
alignment functionality and is useful when only
one¢ to many pair-wise sequence alignments for
selected sequences are necessary. Grid-SWAlign
receives multiple sequences to be aligned and
makes a bundle of jobs on grid for all

combinations of pair-wise alignment.

Ortholog-Picker
Ortholog-Picker is an application which generates

orthologous genes from BLAST outputs.
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BLAST outputs are produced from BLAST
search of every query sequences against genome
sequence database files. Then the best hit and
gene ID are parsed from each BLAST Output file.
Ortholog-Picker selects orthologs that are, in our
definition, the gene sequences of at least 2
reciprocal best hits among the sequences of
compared genomes. Ortholog-Picker can be
modified by different definition of ortholog
constraining such as minimum number of
reciprocal best hit and alignment score. Grid-
FASTA output and Grid-SWSearch outputs can be

also used as input instead of BLAST outputs.

Interfacing Components

Interfacing component is the program that process
input or output data of application component to
facilitate diverse combinations of application
components that have their idiopathic input/output
format. The examples of the functions of
interfacing components are splitting, merging,

converting, and formatting files, or extracting and

rearranging the content of data.

Integrated Applications

Integrated Sequence Comparison

There could be the need to use different type of
sequence search and alignment methods or the
combination of them depending on the purpose
and the condition of sequence analysis. In our
problem solving environment, we could make
several integrated jobs of sequence comparison
easily. First of all, we improve the efficiency of
Smith-Waterman algorithm tools with the benefit
of grid system. As shown in Fig. 2 (a), the

searching tool and alignment tool can be linearly



arranged as a workflow described in a DAG script
file. This work starts by splitting database into
fragments.  Multiple jobs of SWSearch are
submitted and allocated at distributed computers

They run and migrate if necessary.

by Condor.

Extracting )
sequences Output Parsing
Orthologs—
Picker

Output Qutput

(a) ) ©
Fig. 2 Examples of workflows for the
integrated bioinformatics solutions
deployed on grid enabled problem
Various

solving environment. simple

solutions for integrated sequence
comparison can be designed as shown
in (@) and (b). A unique solution like
orthologous géne finding (OGF) can be
made as shown in (c) with the addition of
specific application component such as

Ortholog-Picker. com-

Application
ponents and interafacing components
are represented by white circles and

black dots, respectively.

Output files are accumulated in the submission
computer's directory. Finally, a bundle of jobs for
SWAlign are show aligned

the

submitted to

sequences. One can easily change
components of this workflow by using DAG
script file. For example, one may want run grid-
SWAIlign alone for just several sequences and

inspect details of aligned part of sequences and
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maybe include one more component for parsing
some feature in aligned part. Or, as shown in
Fig. 2 (b), one may want to choose Grid-BLAST
first for whole genome sequence comparison for
quick search, then select the sequences of interest
and run SWAlign to find more sensitive -local

alignments that could be missed by Grid-BLAST

alone.

Comparative Genome - Analysis :

Gene Finding (OGF)

Orthologous

The second example solution that can be
integrated by the sequence comparison tools is the
ortholog finding in multiple genomes. Orthologs
are genes retaining the same function in different
species that evolved from a common ancestral
gene by speciation. Identification of orthologs is
critical for reliable prediction of gene functions in
comparative genome analysis. OGF needs high-
throughput computing due to the increasing
number of sequenced genomes that are more than
60 and 10 for microbial genomes and eukaryotic
genomes, respectively [18]. Fig. 2 (c) shows the
workflow of OGF on grid. Genome sequences
are converted into query sequence files and
database for BLAST search by FileMerger and
BlastDBformatter. Grid-BLAST executes all to all
BLAST search and the best hit and gene ID are
parsed from BLAST Output. files. Ortholog-
Pici(er finds orthologous genes. These series of
works are described in DAG script file and are

controlled by DAGMan.

Conclusions
Most of real world bioinformatics. analyses are

dealing with heavy computational complexity and



integrated and subject specific problems. The

problem solving environment with simple

workflow on grid system can be very efficient

model to resolve these problems.
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