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In this study, a new architecture and comprehensive design methodology of genetically

optimized Multi-layer Fuzzy Neural Networks (gMFNN) are introduced and a series of

numeric experiments are carried out, The gMFNN architecture results from a synergistic

usage of the hybrid system generated by combining Fuzzy Neural Networks (FNN) with

Polynomial Neural Networks (PNN). FNN contributes to the formation of the premise part

of the overall network structure of the gMFNN, The consequence part of the gMFNN is

designed using PNN.

1. Introduction

Efficient modeling techniques should allow
for a selection of pertinent variables and a
formation of highly representative datasets.
The omnipresent modeling tendency is the one
that
Intelligence (CI) by embracing fuzzy modeling
[1,2], 3], and genetic
optimization [4].

exploits techniques of Computational

neurocomputing

In this study, we develop a new architecture
and comprehensive design methodology, called
genetically optimized Multi-layer Fuzzy Neural
Networks (gMFNN). In a nutshell, gMFNN 1is
composed of two main substructures driven to
genetic optimization, namely a fuzzy set-based
fuzzy neural network (FNN) and a polynomial
neural network (PNN). From a standpoint of
rule-based architectures, one can regard the
FNN as an implementation of the antecedent
part of the rules while the consequent is
realized with the aid of a PNN. The role of
the FNN 1s to with data,
granulate the corresponding input spaces(viz.

interact nput

converting the numeric data into represent—
ations at the level of fuzzy sets). In the first
case (Scheme I) we concentrate on the use of
simplified fuzzy inference. In the second case
(Scheme 1I), we take advantage of linear fuzzy
inference. The role of the PNN is to carry out
nonlinear transformation at the level of the
fuzzy sets formed at the level of FNN. The
PNN that exhibits a flexible and versatile
structure [5] is constructed on a basis of
Group Method of Data Handling (GMDH [5])
(GAs). The design
procedure applied in the construction of each
laver of the PNN deals with its structural
optimization involving the selection of optimal

and genetic algorithms

nodes (polynomial neurons; PNs) with specific
local characteristics (such as the number of
input variables, the order of the polynomial,
and a collection of the specific subset of input
variables) and addresses specific aspects of
parametric  optimization. To  assess the
performance of the proposed model, we exploit
a well known time series data. Furthermore,

the network is directly contrasted with several
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existing intelligent models.
2. The architecture and development

of genetically optimized Multi-layer
Fuzzy Neural Networks(gMFNN)

2.1 The premise Fuzzy Neural
Networks (FNN)

The gMFNN emerges from the genetically
optimized multi-layer perceptron architecture
based on fuzzy set-based FNN, GAs and
GMDH. These networks result as a synergy
between two other general constructs such as
FNN [9] and PNN [5].

We use FNN based on two types of fuzzy
inferences, that is, Scheme I and Scheme IL
The output of the FNN is governed by the

following expression.

part;

VIS AN ST ATRES WAC) NN

We can regard each fi(xi) given by (1) as
the following rules.

- Scheme 1
R : If x; is Aj then Cyi=wjj (2)
- Scheme 1I
R If x is Ay
then Cyj=ws; + wi; X3 (3)
wy is a constant in (2), and ws; is a
constant and wi is an nput Vvariable

consequence of the fuzzy rule in (3). Mapping
from x; to fi(xi) in (2) is determined by the
fuzzy inferences and a standard defuzzification.

)= X0 ) w [ 00 (g
The learmming of FNN realized by
adjusting connections of the neurons and as
such it follows a standard Back-Propagation
(BP [9]). The update formula of a connection
in Scheme [ is as follow.
Aw, =2-1-(y, = 3,) 1, (x) +a(w, () -w;(1 =1)) (5)
The result the learning
algorithm in linear fuzzy inference-based FNN

1S

inference and
use the mechanisms in the same manner as
GAs optimization
techniques based on the principles of natural

discussed  above. are
evolution [4]. In order to enhance the learning
of the FNN and augment its performance of a
FNN, we use (GAs to adjust learning rate,

momentum coefficient and the parameters of

Number 1

the membership functions of the antecedents of
the rules.

2.2 The consequence Polynomial
Neural Networks(PNN)

When we construct PNs of each layer in the

part,

conventional PNN [5], such parameters as the
number of input variables (nodes), the order of
polynomial, and input variables available within
a PN are fixed (selected) in advance by the
designer. This could have  frequently
contributed to the difficulties in the design of
the optimal network. To this
apparent drawback, we introduce a new
genetic design approach; especially
consequence we will be referring to these
networks as genetically optimized PNN. The
overall genetically-driven optimization process
of PNN is shown in Fig. 1.

overcome

as a

Configuration of input variables for consequence part
& initial information concerning GAs and gPNN
Te—

Pro:
Roulette-wheel selection
One-point crossover
Invert mutation

The outputs of the preserved PNs
serve as new inpuls to the next
layer

Generate a layer of gPNN

A layer consists of optimal PNs
selected by GAs

Stop No
condition

Yes

N
£PNN is organized by GMDH and
GAs

Fig. 1 Overall genetically-driven
optimization process of PNN
3. The

algorithms and design

procedure of genetically optimized

Multi-layer Fuzzy Neural Networks

The premise of gMIENN: FNN
[Layer 1] Input layer.
[Laver 2] Computing activation degrees
linguistic labels.

of
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[Layer 3] Normalization of a degree activation
of the rule.

[Layer 4] Multiplying a normalized activation
degree of the rule by connection. If we choose
this point(first option) for combining FNN with
gPNN, a; is given as the input variable of the
gPNN.

4, =[x Cy; = 1y X Cy, (6)
Simplified : Cy, =w,
Linear :Cy,=ws;+w, X, (7)

[Layer 5] Fuzzy inference for the fuzzy rules.
If we choose this point(second option), fj is the
input variable of gPNN.

[Layer 6; Output layer of FNNI] Computing
output of a FNN.

The_consequence of gMFNN: gPNN
[Step 1] Configuration of input variables. If we
choose the first option, Xi=au, X2=aiz, -, Xn=aj
(n=i1%j). For the second option, we have xi=fj,
Xo=fa,"**, Xn=fm (n=m).
[Step 2] Decision of initial information for
constructing the gPNN.
[Step 3] Initialization of population.
[Step 4] Decision of PNs
genetic design.
[Step 5] Evaluation of PNs.
[Step 6] Elitist strategy and selection of PNs
with the best predictive capability.
[Step 71 Reproduction.
[Step 8] Repeating Step 4-7.
[Step 9] Construction of their corresponding
layer.
[Step 101 Check
(performance index).

structure using

the termination criterion

l n
E(Plor EP)==Y (y,~-3,)’
(Plor ) n,,:l(yp y,,) . (8)

[Step 11] Determining new input variables for
the next layer.

The gPNN algorithm
repeating Steps 4-11.

is carried out by

4. Experimental studies

The the gMFNN s
illustrated with the aid of a time series of gas
furnace [10].

performance  of

The delayed terms of methane
gas flow rate, u(t) and carbon dioxide density,

y(t) are used as system input variables. We
utilizes 3 system input variables such as
u(t-2), y(t-2), and y(t-1). The output variable
is y(t). Fig. 2 illustrates the optimization
process by visualizing the performance index
the
optimized network architecture when taking
into consideration gMFNN based on
fuzzy

in successive cycles. It also shows
linear
inference and second option. Table 1

contrasts the performance of the genetically

developed network with other fuzzy and
fuzzy —neural networks studied in the
literatures.
ost T i ]
le — P
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Fig. 2 Optimization procedure of gMFNN
by BP leamning and GAs

o . | P | Mo of
Kim, et al.’s model[11] 0.034 | 0.244 2
Lin and Cunningham’s model[12]| 0.071 | 0.261 4
Hybrid[2] Simplified| 0.024 | 0.329 | 4(2x2)
Fuzz (GAs+*Complex)| Linear | 0.017 | 0.289 | 4(2x2)
v HOMGas(y] |Smplified] 0022 [ 0333 | 6(3+2)
Linear | 0.020 | 0.264 | 6(3x2)
Simplified] 0.043 | 0.264 | 6(3+3)
FNN [9) Linear | 0.037 | 0.273 | 6(3+3)
Generic 0017 | 0.250 4 rules
. (7] /5th layer
SOFPNN
Advanced 0019 | 0.264 6 rules
18] ) ' /5th layer
| Scheme | ;| 6 rules
» 0018 t 0112 e

6 rules
/5th layer

Table 4 Comparison of performance with
other modeling methods

5. Conclusion
The
comes

comprehensive  design  methodology

with the parametrically as well as
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structurally optimized network architecture. 1)
As the premise structure of the gMFNN, the
optimization of the rule-based FNN hinges on
genetic algorithms and back-propagation (BP)
learning algorithm: The GAs leads to the
auto-tuning of vertexes of membership
function, while the BP algorithm helps obtain
optimal the
polynomial of fuzzy rules through learning.
And 2) the gPNN that is the consequent
structure of the gMFNN is based on the
technologies of the extended GMDH and GAs:
The extended GMDH is comprised of both a
structural phase such as a self-organizing and

parameters  of consequent

evolutionary algorithm, and a parametric phase
of least
moreover the gPNN architecture is driven to

square estimation-based learning,
genetic optimization, in what follows it leads

to the selection of the optimal nodes. In the

sequel, a variety of architectures of the
proposed gMFNN driven to genetic
optimization have been discussed. The

experiments helped compare the network with
other intelligent models - in all cases the
previous models came with higher values of
the performance index.

A 2
o =2 20034E S}&EWFAL) Ao
93t A7 H A5 (KRF-2003-002-D00297).
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