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1. INTRODUCTION 
 
Nowadays, many new packet switching network 

technologies were emerged to support individual requirement 
of any users. Mechanisms those were used to provide QoS 
services are including controlling and management of routing, 
path-setup, forwarding, marking and policing processes.  
Among these mechanisms, the most interesting one is how to 
know the appropriate routes and how to set-up the route with 
less control traffics and route set-up time. 
 Previous works on call-setup process could be divided into 
2 groups: the distributed routing and the centralized routing. 
The distributed routing requires every router or switch to be 
has the ability to find an appropriated route. Such kind of the 
algorithm often uses call-setup flooding process to increase 
success probability of a call-setup process.  Additional to 
increasing success probability, the algorithm also helps reduce 
time of call-setup retrying process in case of required 
resources are not available. On the other hand, flooding of 
call-request packet usually injects a lot of control packets into 
the network and this may suffer routers to keep so many 
call-setup requests’ status and have too much unnecessary 
work to do. 

By using the centralized routing algorithm, a central node 
determines the most appropriate route for a call request and 
then puts source-routing information into a call-setup packet. 
The packet will be sent through the network along the 
specified route in order to reserve network’s resources it wants. 
If there is a node along the route could not provide the 
required resources, the call-request would be rejected.  

Call-request rejection may suffer users when they need to 
access through the network. The network may absorb the 
effect by providing the retrying process or the crank-back 
ability. The crank-back ability is the ability to fix the failure of 
a call-setup process in case that the residual resource along the 
selected route could not be serviced. A router with crank-back 
ability can reverse the call-setup process to the preceding node 
when it finds that the request could not be served. This can be 
done only in the distributed routing network but it does not 
work in the centralized routing network. The reason here is 
that the routers or switches within the centralized routing 
network do not contain any routing information and have not 
any capability to compute them. So they have no other choices 
to be chosen, the call-setup process must be reverse back to 
the first step (in the central node) again. 

As to reduce the control traffic and control process 

overhead of call-request flooding by distributed routing and to 
reduce time used in retrying process, this paper proposes a 
QoS based routing protocol with crank-back ability. The 
protocol is adapted from [4] which is a hierarchical source 
routing scheme. We added more spare-route information into 
the call-setup packet and let the router to be has an ability to 
choose a new route from the provided route information when 
the selected route is not available. The proposed scheme could 
be used to reduce controlling traffic and processing load of the 
network while still consumes less time than the ordinary 
source-routing processes. 

 
2. QOS BASED ROUTING 

 
Iata and Fujita [4] have proposed a call-setup process to be 

used in MPLS network. Routers of the network are classified 
into 2 types: Label Switching Router (LSR) and Area Border 
Router (ABR). ABR is a LSR that has its own routing 
information and can update them according to the recently 
status of links in the subnetwork that have received. Call-setup 
process of [4] was broken into each subnet processes. The 
process is implemented in hierarchical manner that very 
helpful in decreasing a number of routing information of 
which a router has to store and process. An ingress ABR of a 
call-setup packet will determine the most appropriate route for 
a call-request. The routing could be considered into 2 steps, in 
the first step, a set of routes are determined in the subnet level 
while in the second step, routes are determined in the router 
level. After the first step, the ABR will know which ABRs are 
eligible to access the target subnet. Once a target subnet is 
selected the second step will begin as to find the most 
appropriated route within the current subnet to reach the 
egress ABRs those connect the current subnet and the target 
subnet.  
A set of routes may be pre-computed for the second step 
by using the QOSPF algorithm.[3],[8] Once a route has 
been selected, the ABR will put the route information 
into the call-setup packet. The packet will be sent to the 
next LSR on the specified route. The LSR only update 
their translation table and resources table corresponding 
to the allocated resources if they are available. The 
call-setup process will be continue the same way along 
the selected route until the call-setup packet has reached 
to the egress ABR. The processes like this will be 
happened again in the target subnet. On the other hand, 
if a LSR has found that the required resources are not 
match the call-setup process would be reversed back to 
the ingress ABR of the subnet. This may be happened 
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because of the routing information within the ingress 
ABR may be not synchronized with the actual resources 
information available at that time. Once the ABR has 
received a reject message, the ABR will try to find the 
other appropriate route from the pre-computed routes or 
try to compute for a new route using up-to-date routing 
information that the unavailable link has been truncated.     

 
3. THE PROPOSED SCHEME 

 Even though mechanism [4],[7] produces less control 
packets and less processing time of a call request than [1] and 
[2] which are distributed mechanisms, but the routing 
information within ABRs at the edges of a subnet may not be 
synchronized with the actual resources information of the 
system. The unsynchronized problem would effect to an ABR 
to make a wrong decision in selecting an appropriated path for 
a call-setup request. The mistake will take effect to a LSR to 
reverse the call-setup process back directly to the ABR. The 
reversing process could be happened many times and this 
produces more control overhead and also wastes the user’s 
time.  
 This paper, we propose a routing scheme in order to reduce 
the mentioned problem that may be occurred in [4]. By using 
the proposed scheme, ABR will add one or more spare-routes 
into a call-setup packet along with the selected route. The 
spares-path will be sorted inside the packet by cost or how 
optimum they are. The scheme needs LSRs to have a little 
more ability to read multiple routes’ information in a 
call-setup packet and to modify them if necessary. LSRs must 
know where is the location of the next LSR address specified 
in the selected route and how to retrieve a new route from 
route information within a call-setup packet when the selected 
route could not be served. 
 In case that the available resources are enough, a call-setup 
process would follow the normal operation by forwarding a 
call-setup packet hop-by-hop through the specified route. A 
call-setup process will be success within a subnet when its 
call-setup packet has reached to the decided egress ABR. That 
means all LSRs along the route have reserved their resources 
according to the requested amount. On the contrary, if the 
requested resources of the specified link were not found, the 
LSR has to select a new route from the provided set of 
spare-routes. When the LSR found that one or more 
spare-routes pass through itself and the available resources are 
matched, the LSR would select the first route, reserve the 
resources and then forward the call-setup packet right through 
the new selected path. Before the call-setup packet will be 
transmitted to the new subroute, the routing information 
within the packet has to be modified by remove a set of routes 
that constructed with the unavailable link. 
 But if the LSR cannot find any available route passes 
through itself, the LSR would send back a reject message of 
the call-setup packet to the preceding LSR. In order to 
response of receiving a reject message, a LSR will consider all 
the routing information within the reject message as to find the 
next route that fit to the required QoS and then take action 
same as the processes described above. Once the call-setup 
packet is received at the egress ABR, it means the subtask of a 
call-setup within a subnet has been succeeded. On the other 
hand, if a reject message of a call-setup has reached to the 
ingress ABR, it would cause the ABR to compute for a set of 
new routes again. The new routes would be recalculated from 
the routing information which exists at that time and to be 

truncated by the set of known unavailable links retrieved from 
the reject message.  
 By using the algorithm, we could reduce call-setup time in 
the call-setup process which uses the source routing algorithm 
during a failure has occurred. Because the existing algorithms 
need a call reject message to be sent back to the ingress ABR 
for select the new route, while our algorithm a LSR may select 
the new route itself and then the call-setup process would be 
recovered. This causes the call-setup recover process would be 
happened much more quickly than the previous one. And that 
is the reason why our methodology could improve the average 
call-setup latency significantly as to be shown in the next 
sections. 
 

4. THE ANALYSIS 
 This section, we would like to show how to analyze the 
advantage of the QoS based routing algorithm with crank-back 
ability compare to the preceding proposed algorithm via 
mathematical model. We have formed many equations to 
represent behavior and effective factors of both schemes. And 
the equations could be use to analyze the advantage and 
disadvantage of the schemes in the clear picture. 
 
4.1 performance analysis of the existing scheme 
 
Definition 
 Let      be a number of routers along a selected route and 
we consider the sequence number of a router along a subroute 
as 1, 2, 3,..,     according to their position placed in the route.  

As to calculate the minimum delay that caused by a 
call-setup process, excluding for queuing delay, we could use 
the following equation. 
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where 
  
    is the propagation delay of a link i,j that connects node i to 
node j 
     is the transmission delay of a call-setup packet through 
link i,j 
    is processing delay happened to a call-setup packet within 
LSR node i to consider the required resources of the specified 
link of the requested path.  
    is time used by an ingress ABR to find an appropriated 
route and construct the call-setup packet by using the 
source-routing information of the selected path. 

We assume that    ,    and     are constant for every node 
i and j. And given that    is an average number of routers per 
route.  

The minimum time consumed by a call-setup process may 
be given by: 
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Where bar notation “  “ represents the average value of a 
variable within a considered subnet. 

 If the resources of a specified link of the node      where 
           could be not satisfied the call request. Node 

would send a reject message of the call-setup packet back to 
the ingress ABR. We could calculate the minimum time used 
by the process of sending a call-setup packet hop-by-hop to 
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node     along the selected route and node 
rkM has found 

that the required resources are not available and then node    
would send the reject message back to the ingress ABR by 
using Eq.(3) 
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where  
       is the processing time used to process a reject message.  

And we could represent the probability of a call request that 
may be accepted from node i through node j-1 and would be 
rejected at node j of the route r as the following equation. 
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where  
         is the call blocking probability of node j for a call 
request k. 

By using the above definitions then we could get the 
expectation of the sequence number of the blocking node 
along a route from: 
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In order to achieve the approximation, we utilize the 
expectation equation. Normally, the number of actual nodes 
along a route is finite so we use the average value      Instead 
of        to calculate        which appears in the second term 
of Eq.(5) where         . This method is very helpful to 
decrease the error of approximation. 

By using        we could get the approximation of the 
delay caused by call-setup process of a call request k through 
route r from node no.1(an ingress ABR) to node no.      and 
the rejecting process from node no.    back to node no.1 
again from: 
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And the average  of        a call request k from Eq.(6) 

over every possible route could be defined as: 
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While the probability of a call request k may be block
ed by at least one node along route r 
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And if       is the average of     for every route in the 
subnet and we assume that call blocking probability for a call 
request k is almost unchanged within a very short time interval. 

Then probability of a call request k may be blocked f times 
and to be succeed at f+1 trying could be get from: 

 

)1()()( k
f

kk f ββζ −=             (9) 
 
So we could approximate a mean of blocking times within 

a subnet by using: 
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And an average call-setup latency of a call request k within 
a subnet from: 
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4.2 performance analysis of the proposed scheme 

As we described before that a call-setup process which uses 
source-routing scheme may has to retry a call-setup process at 
the ingress ABR in case that the blocking occurred. This could 
attend the call request response time to the users or 
applications dramatically. The scheme presented in this paper 
proposes that if every LSR has the ability to resume a 
call-setup process by choosing a new route from a set of 
provided spare-routes within a call-setup packet, this may be 
helpful in decreasing signaling and resume the call-setup 
process time at the ingress ABR. As to show the performance 
of the proposed scheme we have defined a set of equations as 
follows: 
 
Definition 

Let we define      as a sequence number of a router node 
within a subroute r that has not enough resources to service a 
call request k.  

A subroute means a part of a route which could be used to 
construct a QoS path for a call request. Within a subroute r, 
we consider the sequence number of a router along a subroute 
as 1, 2, 3, .., n same as the definition of sequence number of 
routers along a route that has defined in section 4.1. where 
node 1 of the subroute   is the node   of the preceding 
subroute r which is the merging point to the subroute   . The 
system could resume the call-setup process without help of the 
ingress ABR only if there is at least one node i, with 
serviceable probability       within a joined subroute  , 
exists along route r from node 1 to node    . 
 
where        is defined as: 
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And if we break a call-setup latency into a progressing part 

and a reversing part. We could represent a total time used by a 
call-setup process which success at f+1 times as: 
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Call-setup latency     is one of the most effective 
parameter to estimate the performance of a call-setup process. 
We could approximate      by using    as a number of 
progressing steps and using    as a number of reversing steps. 
Where the expectation of    could be calculated from: 
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where  

                is the probability of a call request k is may be 
blocked at node     and there is a node located at position   
along the same subroute r that could service the call request 
onto the other subroute   and be defined as: 
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We could use Eqs. (16)~(18) to calculate        ,      , 
and     again and again in the next resumption process. 
Normally we have found that   
except for the  case that                          and     
 is very small. And this shows that smaller 

rkn usually give 
smaller    because of the reason that if every node in a subnet 
has the same blocking probability      for a call request k, a 
route constructed with the smallest number of router will be 
the route with the smallest blocking probability   . We could 
prove this by using Eq.(8) 

 
5. SIMULATION AND RESULTS 

 
Performance of any call-setup process could be measured 

in terms of call-setup latency, success probability, controlling 
traffic quantity, network utilization, the complexity of the 
algorithm, scalability, optimality of the route, and so on. The 
ability to select the most appropriated route that is matched to 
the user’s requirement depends on routing algorithm and also 
how up-to-date the resources information was. In the study, we 
would like to focus only on the factor of call-setup latency 
through the numerical analysis.  

By applying the equation described in the previous section 
onto the network topology as shown in Fig.1 whereas the 
blocking probability of an interesting call-request k at node i 
along route r is defined as the examples in the Table.1. For 
every calculation, we have defined a destination node D which 
has an average distance from a source node S equal to N nodes. 
We have computed the total time spent for a call-setup from 
node S(node1) to each node D under the defined circumstance. 

 

The new destination D has been changed in order to 
increase the distance from the source node S.  
 

 
 

Fig. 1 The simulation Topology 
 
   Table 1 The examples of       of node i within Fig. 1 
 

 

Blocking probability at 
node i 

Blocking probability at 
node i 

Node 
ID 

 Route1 Route2 Route3 

Node 
ID 

  Route1  Route2  Route3 
1 0.17 0.28 0.28 19 0.36 0.28 0.36 
2 0.17 0.28 0.36 23 0.36 0.36 0.36 
6 0.28 0.28 0.36 24 0.17 0.28 0.36 
10 0.17 0.28 0.36 27 0.28 0.36 0.36 
14 0.17 0.28 0.28 28 0.17 0.28 0.28 
18 0.28 0.36 0.28 32 0.17 0.28 0.17 

  
The result of simulations has been shown in Fig. 2 and Fig. 

3. The results in Fig. 2 came from the scenario described in 
the preceding paragraph. It shows that call-setup latency has 
been spent in a subnet will be increased corresponding to the 
distance of a route. Without using spare-route information in 
source routing call-setup process, a call request must spend 
much longer time than using spare-route information about 58 
percent. 
 

 
 
Fig. 2 Comparison between D_total of the proposed scheme   
    D_total (New) and the existing scheme D_total(Old) 
  

Fig. 3 shows the results of the other scenario. The scenario 
here was setup by defining that every router has the same 
blocking probability for a call request k onto every route. But 
the blocking probability       of every node i would be 
changed in order to show how the blocking probability may 
take effect to the call-setup latency. And we were also 
interested in how the both scheme response to the increasing  
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Fig. 3 Comparison performance of the proposed scheme and  
the existing scheme when blocking probability was changing 
 
of blocking probability. The      in the scenarios has been 
changed from  0.18 to 0.24 and 0.30 consequently.   

The results show that the higher blocking probability will 
increase call-setup latency in the both schemes. By using an 
ordinary source routing call-setup process, the call-setup 
latency would be increased dramatically even if the blocking 
probability was slightly increasing. Comparing to the 
proposed scheme, using spare-route information could help 
resume call-setup process much more quickly than the 
ordinary one. And the graph may show us more on the effect 
of increasing blocking probability that has been occurred to 
the proposed scheme. Call-setup latency of the new scheme 
has been slightly changed compare to the existing scheme 
when the blocking probability has been switched. At     
equal to 0.18 the average call-setup time spent by the proposed 
scheme was 47 percent of time used by the preceding scheme. 
But when       has been switched to 0.24 and then 0.30 
whereas ours take only 40% and 38% of time spent by the 
existing scheme. That means the source-routing call-setup 
process with the modified crank-back ability will show more 
on its performance against the blocking probability that was 
increasing.      

 
6. CONCLUSIONS 

 
Call-setup process that utilizes the source-routing algorithm 

may reduce LSR’s task in collecting and computing for a set 
of possible routes. But the scheme is ineffective in a big and 
busy subnet which a route may take long distance and the 
blocking probability will be high. Using unsynchronized 
routing information may take much more bad effect to the 
success probability and time spent by a call-setup process. Our 
proposed scheme needs to add only a few capability to the 
LSRs to determine the routing information within a call-setup 
packet and select the new route when the specified route could 
not be supported. The proposed scheme reduces wasteful time 
used for a call-setup recovering process by the ordinary 
source-routing call-setup scheme significantly. Especially for 
the case that as the blocking probability of a subnet is getting 
higher, the performance of the QoS based routing algorithm 
with crank-back ability will be more clearly shown.  
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