
ICCAS2003 October 22-25, Gyeongju TEMF Hotel, Gyeongju, KOREA

Window-based Congestion Control for Wireless TCP

Hee-Jung Byun∗ and Jong-Tae Lim∗

∗Dept. of Electrical Engineering and Computer Science,

Korea Advanced Institute of Science and Technology

373-1, Guseong-dong, Yuseong-gu, Daejeon, 305-701, Korea.

(Tel: +82-42-869-3441; Fax: +82-42-869-3410; Email:jtlim@stcon.kaist.ac.kr)

Abstract: We propose a feedback-based congestion control algorithm for the wireless TCP network. In this paper, we present

a new TCP protocol to control the congestion window size. In particular, the asymptotic analysis of the wireless TCP is

presented. Through simulations, our algorithm shows an improvement of TCP’s performance in wireless networks.
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1. Introduction
TCP (Transmission Control Protocol) is the dominant proto-

col in the Internet, originally designed for the wired network

where the link errors do not occur frequently. It is assumed

that the congestion in the network is the primary cause for

packet losses. However, in wireless networks, the packets

are lost mainly because of the link error due to the chan-

nel fading, noise and interference. Therefore a TCP sender

misunderstands the packet loss from this link error as the

packet loss due to the congestion in the network. Hence,

the TCP sender cannot differentiate between the packet loss

due to the congestion and that due to the wireless link error,

and thus reduces the congestion window size unnecessarily.

Therefore TCP shows greatly degraded performance over the

wireless networks.

Recently, several algorithms have been proposed to improve

TCP’s performance in the wireless networks [1]-[4]. The pro-

tocols proposed in [2]-[4] eliminate the packet loss due to the

buffer overflows, so they only see the wireless losses. There-

fore a TCP source only retransmits the lost packet on de-

tecting the packet loss and adapts its window size using the

feedback information.

In this paper, we propose an algorithm to improve TCP’s

performance in the wireless network. We use the IPv6 op-

tional fields: round-trip propagation delay (RTPD) field and

available bandwidth (ABW) field [3]-[4]. Using these infor-

mation, we develop a modified window control algorithm to

eliminate the congestion in the wired network and adapt the

window size according to the wireless link state and the feed-

back information. Moreover, our proposed algorithm guar-

antees the fair sharing of the available bandwidth among the

active connections and stabilizes the congestion window size

and queue length at the desired value.

2. Congestion Window Control
2.1. Network Modeling

Consider a ECN capable TCP network with a single bottle-

neck link, where each connection has an identical propaga-

tion delay. By using the RTPD field and the ABW field in
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the IPv6’s extended header [3]-[4], the round-trip propaga-

tion delay τ and the available bandwidth C/M are obtained,

where C and M are the total bandwidth of the outgoing bot-

tleneck link and the number of the active connections respec-

tively. In addition, using the successive binary congestion

information provided by ECN, we obtain the information of

the queue length at the bottleneck link [6].

We propose a new TCP protocol with a receiver-side modifi-

cation of the congestion window control scheme. With both

RTPD and ABW conveyed to the TCP receiver, and the

extracted queue length [6], the TCP receiver executes the

congestion and flow control simultaneously as follows:

rwnd = min(cwnd, rwnd)

where cwnd is the adapted congestion window size using the

information of RTPD, ABW and the queue length, and rwnd

is the receiver’s advertised window size.

2.2. Proposed Algorithm

We consider the TCP packet flow from the fixed hosts to

the mobile hosts as shown in Fig. 1. In order to define the

network under consideration, we assume the followings:

• A receiver host updates its window size once per its round-

trip time (RTT).

• The source traffic is modeled as a deterministic fluid flow.

• All connections have the same propagation delay.

• The outgoing link of the base station is the bottleneck link

of the network.

Let M be the number of active connections routed through

the bottleneck link. Provided that the waiting time of a

packet at the base station is negligible, the system can be

represented by a discrete-time model where a slot duration

is equal to τ , which is the round-trip propagation delay. Let

wi(n), 1 ≤ i ≤ M denote the window size of the sending

host i at time n, and q(n) denote the queue length at the

base station at time n. Since each receiver host updates its

window size every slot, the dynamics of the queue length [5]

at the base station is described by

q(n + 1) = q(n) +
M∑

i=1

wi(n) − C[1 − e(n)]τ (1)

where e(n) represents the process of packet loss ratio at time

n on the wireless link. To stabilize the queue length at maxth
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Fig. 1. Network model

and utilize the link fully, we introduce the following conges-

tion window control scheme at the receiver host:

wi(n) = w0
i − α(q(n − 1) − maxth) (2)

w0
i =

C

M
τ(1 − pe)

where pe = E[e(n)], maxth is the the maximum threshold

of the queue length, and α is the control gain to be chosen.

Substituting (2) into (1), we obtain the following closed-loop

equation:

q(n + 1) = q(n) + αM(maxth − q(n − 1)) (3)

−C[pe − e(n)]τ

Let x(n) = q(n)
qc

where qc is the total queue capacity. Then,

x(n + 1) = x(n) +
αM

qc
(maxth − x(n − 1) · qc) (4)

−Cτ

qc
[pe − e(n)]

Let k1 = εa
ε

, k2 = εb
ε

where εa = αM
qc

, εb = Cτ
qc

, and ε =

min(εa, εb). Since qc � 1, without loosing much generality,

we assume that ε � 1. Then, (4) can be rewritten as

x(n + 1) = x(n) + εΦ(x(n − 1), e(n)) (5)

where

Φ(x(n − 1), e(n)) � k1[maxth − x(n − 1) · qc] − k2[pe − e(n)]

Since Φ can take arbitrarily large value but with negligi-

bly small probabilities, (5) represents a slow-in-the average

Markov walk process [8]-[9]. Let z(n) denote the averaged

value of x(n). Applying the asymptotic theory for such pro-

cesses [8]-[9], we obtain the following asymptotic approxima-

tion:

z(n + 1) = z(n) + ε(k1[maxth − z(n − 1) · qc]) (6)

It is intuitively clear that if ε → 0, |x(n) − z(n)| → 0. The

equilibrium point of (6) is obtained from

zs =
maxth

qc

Let z(n) be the state vector by

z(n) = [z(n) − zs z(n − 1) − zs]
T

Then, (6) can be rewritten as follows

z(n + 1) = Az(n) (7)

where

A =

[
1 −αM

1 0

]

From the Jury’s criterion, the system (7) is globally asymp-

totically stable if the control gain α is chosen as follows:

0 < α <
1

M
(8)

Consequently, the queue length converges to maxth and the

window size of each connection converges to C
M

τ(1 − pe).

Therefore the congestion window control scheme guarantees

that the network resources are fully utilized and each con-

nection gets an equal share of the bandwidth. TCP connec-

tion adapts its window size using the feedback information

to avoid the congestion-induced packet loss. Therefore when

a packet loss occurs, the proposed algorithm treats it as an

indication of the wireless link error. Accordingly, a TCP

sender does not reduce the window size as a response to the

packet loss.

3. Simulation Results
In this section, we describe the simulation results of our pro-

posed algorithm. We compare our proposed algorithm with

the modified ECN algorithm [2], which halves its window size

when it receives an ECN mark, but only retransmits when

it detects a packet loss through the duplicate acknowledg-

ment. The simulation model is shown in Fig. 1. We use the

following network parameters: The link speed of the base

station C is 1500 [packet/s], maxth is 90 packets and qc is

100 packets. The number of TCP connection M is 3, RTT

of each TCP connection is 100ms, and the control gain α is

chosen as α = 0.1. Each source has an infinite data backlog

to send and the packet losses by the wireless link error are

occurred randomly with pe = 0.05.

Figure 2 shows the congestion window size, the queue length

and the average queue length at the base station for the mod-

ified ECN algorithm. In Fig. 2, the ECN algorithm shows

that the window size and the queue length at the base sta-

tion oscillate excessively because it halves its window size

when it receives a mark or detects a loss through the time-

out. Figure 3 illustrates the trajectories of the original sys-

tem based on (5) and asymptotic approximation based on

(6) in the proposed algorithm. As it follows from this fig-

ure, the approximated behavior follows the original behavior

with acceptable tolerance. In addition, as shown in Fig. 3,

the congestion window size obtained from the proposed al-

gorithm shows the absolutely different behavior compared to

Fig. 2, i.e., convergence is much faster without large oscilla-

tion. Moreover, the congestion window size converges to the

fair window size and it remains constant at the steady state.

Since each source transmits data packets based on the avail-

able bandwidth and the queue length at the base station,

each connection gets an equal share of the bandwidth and

the queue length keeps a level near the desired value (maxth).

Hence, the proposed algorithm avoids the degradation of the

throughput and utilizes the link capacity fully. We investi-
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Fig. 2. Performance of ECN
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Fig. 3. Performance of proposed algorithm: trajectories of

original system and asymptotic approximation

gate the impact of the number of the active connections for

the proposed algorithm. In Fig. 4, as the number of con-

nections increases, the mean value of each window size, i.e.,
100∑
n=1

wi(n)/100, ∀i ∈ {1, 10} and the queue length are shown.

As shown in Fig. 4, each congestion window size decreases

as the number of the active connections increases, but the

queue length keeps a level, maxth regardless of the number of

active connections. This is because the proposed algorithm

adapts the congestion window size based on the deviation of

the queue length from the target maxth and the available

bandwidth of the bottleneck link. Considering all the re-

sults, we conclude that the proposed algorithm significantly

improves the overall wireless TCP performance.

4. Conclusion
We propose a new congestion window control algorithm for

wireless TCP. The proposed algorithm avoids the congestion

in the wired network and see the packet loss only due to

the wireless link error. Our simulation results show that

the proposed algorithm guarantees the fair sharing of the

bandwidth among the active connections, and achieves high

throughput and full utilization of the bottleneck link.
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Fig. 4. Performance of proposed algorithm under various

number of connections
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