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1. Introduction 
 

 Motion capture is a technique for producing 
three-dimensional (denoted as 3-D hereafter) models of human 
motions from the data that 3-D sensors such as a magnetic 
sensor and an image sensor provide. Recently, motion 
capturing techniques have been of much use in many fields 
including human motion analysis, 3-D human characters 
creation for amusement purposes, etc. This trend will be more 
and more enhanced because of increasing interests of our 
society in various human activities. 

It is natural to connect some defined component motions in 
order to represent arbitrary human motions. To realize it, each 
component motion should be somehow adjusted so that it can 
be connected smoothly to a successive component motion. 
This is not very simple, however, when motion capture data 
has the description form of a set of 3-D coordinates of the 
feature points specified on a human body, since the detected 
number of feature points and the scale of the coordinates often 
depend on performed experiments. 

This paper proposes a method of seamless connection of 
successive component motions described by a set of 3-D 
coordinates of specified feature points obtained from motion 
capture. The method realizes seamless connection first by 
superposing identical positions between the motions to be 
connected by the employment of a rotation matrix and a 
translation matrix, and then by performing interpolation 
between the successive frames composing the connected part 
of the motions. In this way, an arbitrary human motion can be 
modeled through combining by the proposed method 3-D 
component motions prepared in advance. 

 
2. Developed Motion Capture 

Technique 
 

In order to prepare for component motions, a developed 
motion capture technique[1] is employed in this study. This 
technique has some advantages over others in that calibration 
is not necessary with video taking cameras and that a stream 
of a component motion recovers simultaneously without 3-D 
data arrangement along the time axis. Moreover, the technique 
can be applied in any circumstances only if feature points on 
the person interested are detected on his/her video images. 

Figure 1 shows an image capturing strategy in the present 
technique. F video cameras with fixed orientations are placed 
in front of the object interested. Neither their locations nor the 
orientations are employed in the technique though. Video 
camera f  produces image stream ( )tI f

 ( )Tt ,.....,2,1= .  

 

 
 

Fig.1 Configuration of a measurement system. 
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A feature point on the object at time t  is denoted by ( )tps . 

Assume that the feature point ( )tps  be observed at the 

location ( ) ( )( )tytx fpfp ,  on the frame of video camera f  at 

time t . The set ( )tR  is then defined by 

( ) ( ) ( )( ){ }( )TtPpFftytxtR tfpfp ,...2,1,...2,1;,...,2,1|, ==== . 

It should be noted that the number of feature points 
tP  is 

allowed to be time dependent. This signifies that feature points 
may appear or disappear on an object and the object itself may 
emerge or vanish while taking its video image. 

A 
tPF ×2  matrix ( )tW  is defined from the set ( )tR  in 

the following form; 
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The matrices ( )tW  ( )Tt ,.....,2,1=  defines a single matrix W  
of the size QF ×2  as       

( ) ( ) ( ) ( )( )TWWWWW ||3|2|1 ⋅⋅⋅=                (2) 

Here Q  is the number of the entire feature points during the 

observation time, i.e.,  
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The extended measurement matrix of the size QF ×2  is 

defined by 

            EW
Q

WW ⋅−=
1~                    (4) 

where E  is the QQ×  matrix whose entries are all unity. If 
the entry of matrix W~  is denoted by ( ))(~),(~ tytx fpfp

, we have 
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Let us project all the 
tP  feature points at time 

t ( )Tt ,.....,2,1=  onto the 3-D space at 1=t  and take the 
origin O  of the 3-D space at the center of all the Q  feature 

points there. If orthographic projection is assumed, we have 
[3] 

          ( )
( ))(,)(~

)(,)(~

tty
ttx

pffp
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sj
si

=

=                (6) 

where 
fi  and 

fj  are the unit column vectors in the 

horizontal and vertical orientation, respectively, defining the 
coordinate system on the image plane of video camera f  and 
the unit column vector 

fk  defined by =fk fi ×
fj  

coincides with the light axis of the video camera. Projected 
location of the origin O  onto the image plane of video 
camera f  is given by the second terms of the right-hand side 

of Eq.(5).   
From Eqs.(4) and (6), the matrix W~  is separated into two 

matrices in the form 

                MSW =~                      (7) 

where M is a 32 ×F  matrix of the form 
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giving video camera orientations and S  is a Q×3  matrix of 

the form  
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Shape matrix S  contains all recovered feature points. The set 
of the recovered feature points at time t ( )Tt ,.....,2,1=  is 
denoted by ( )tS , i.e.,  

( ) ( ){ }tp PpttS ,,2,1| ⋅⋅⋅== s .            (10) 

 
3. Obtaining 3-D Recovery Data 

 
Motions of a person were taken images by 3 fixed video 

cameras. Three views of a subject taken by the three video 
cameras are shown in Fig.2. The number of feature points 
adhered on the person was 17 or 18. The obtained video 
images were stored into a memory as a set of still images 
containing 24 frames per second. From these stored images, 
the extended measurement matrix W~

 of Eq.(5) was defined 
and, by applying Singular Value Decomposition (SVD) to it, 
the shape matrix S was obtained. Computation time for 
recovering a 10 second motion (240 frames) with 18 feature 
points was approximately 5 seconds by a PC equipped with a 
PentiumⅢ processor (1.2GHz) as a CPU. Part of the result is 
given in Fig.3, where human shape is represented by a set of 
planes instead of a set of feature points for understandability. 
As this result was made using OpenGL, it is possible to 
observe it from any angle by rotation. 
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4. Connecting Motions 
 

The employed motion capture technique doesn’t necessitate 
camera calibration. Instead one cannot specify the 3-D 
coordinate system in which locations of recovered feature 
points are described. This means that two motions recovered 
by individual SVD application are described in the respective 
3-D coordinate systems with possible scale difference. 
Therefore transformation between the two coordinate systems 
is indispensable to realize seamless connection of successive 
motions. By the seamless alignment of individual motions, a 
model of any complicated motion can be produced. 

Employed format of the 3-D recovered data is the 3-D 
coordinates. By these data, a transformation matrix is defined 
containing translation, rotation, and scaling in order to 
superpose one coordinate system to the other. The rotating 
matrix, the parallel transformation matrix, and the scaling 
matrix are shown below. If a feature point is denoted by 

)1,,,( zyxC , it is converted to C′ by multiplying the 

transformation matrix T . The transformation matrix is a 4 by 
4 matrix, because homogeneous coordinates are used. 

 

( )1zyx=C       CTC =′             (11) 

 

Rotation around x axis:  
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Rotation around y axis:  
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Rotation around z axis:  
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Parallel transformaion:    
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Scaling transformation:    
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If the number of recovered feature points is mutually 
different between two recovered motions, the coordinates of 
the missing feature points are interpolated in a 3-D way to 

make the number identical. To realize further smoothness, two 
successive motions are interpolated between the end of the 
first motion and the beginning of the successive motion. 
Linear interpolation is employed for this purpose. 

In the performed experiment, a standing-up motion from 
the chair is followed by a raising-hand motion. Initially the 
respective motions recover three-dimensionally in separate 
experiments using the developed motion capture technique. 
They are then applied the seamless connection in the 
explained way. The result was satisfactory. In the combined 
motion, a human model stood up from a chair and raised his 
right hand without loosing smoothness of the entire motion.  
 

5. Discussion and Conclusions 
 

The paper proposed a method of realizing seamless 
connection of two separately recovered motions. Various 
compound human motions were generated by connecting the 
motions after having applied scaling, rotation, and parallel 
transformation to them. Linear interpolation was done in the 
discontinuous boundary between primitive motions and 
smooth connection was achieved for new motions. 
Performance of the method was certified experimentally. The 
method may contribute to the production of 3-D models of 
various motions from prepared component or basic motions. 
This signifies that the method imposes a user less laborious 
work of motion capture, since he may make use of other 3-D 
motion models already recovered till then. The developed 
method will be employed for creating a 3-D virtual human as a 
man-machine interface [2]. 

A 3D virtual human made by this technique is planned 
fused into the real space by using the method of Mixed Reality. 
An interactive system intended for improving human work 
efficiency will be constructed in future by displaying a virtual 
human made by the proposed technique in the real space in 
front of a user and giving useful information to him/her. 
Examples may include the operation explanation of various 
instruments by 3-D CG character, and a guide system by a 
virtual character taking a guest to his/her destination using 
GPS, etc. 
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(a)The left views          (b)The center views         (c)The right views 

Fig.2 Views of a subject taken by three cameras 
 

     
 

     
 

Fig.3 Recovered motion samples 
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