
1. INTRODUCTION 
 

This paper describes a system design of a miniaturized 
unmanned vehicle system and lane detecting method using 
CCD camera. Modern society had accomplished much 
development by development of machine. Development of 
craft among it did industry to develop more. However, the 
development of vehicle make vehicle to become complex. So 
driver is fatigued with long time drive. And this weariness 
causes to accident. So many research institution and academic 
world study electronic device for the vehicle. These devices 
help the driver to drive easily. Till now we developed real 
scale unmanned vehicle but it has some problems such as 
unknown system, test environment and safety. So we decide to 
design miniaturized unmanned vehicle that has same 
algorithm and similar system. This miniaturized vehicle has 
vehicle control, sensor, vision and communication systems. In 
this paper, we will explain system configuration, vehicle 
control method and communication method with control 
computer and deal with advance lane detecting method. 

 

 
Fig. 1 System concept of unmanned vehicle 

 
2. SYSTEM CONFIGURATION 

 
This system can drive itself for detecting lane and obstacle 

on the road. It has four subsystems as control, sensor, vision 
and communication systems. Control system and sensor 
system have own microprocessor, and operate itself. The 
microprocessor of sensor system can transmit sensor value to 
control system on the vehicle. And main processor of control 

system can communicate with control computer and transmit 
and receive driving condition of vehicle and vehicle control 
value. Vision system is used to road lane detection, and 
communication system is used to receive and send from road 
and vehicle data. Now we would like to explain structure of 
each system and control method. 
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2.1 Vehicle control part 
For vehicle control, we must control longitudinal and lateral 

of vehicle. Fig. 2 shows vehicle control diagram. 

 
Fig. 2 Vehicle control part diagram 

 
2.1.1 Longitudinal control method 
Longitudinal control of the vehicle is operated by two DC 

motors which is mounted on the vehicle. We used a high 
voltage current PWM motor driver using FFT. Because 
general motor driver has a weak power and don’t endure heat 
and weight. We used a closed loop system, which is designed 
by software. Fig. 3 is shown the control method of vehicle 
velocity. For feedback, we used photo interrupter. It can check 
rotations of wheel. Current velocity is calculated on PIC 
processor with the rotation number of wheel. Micro processor 
compares current velocity with wanted velocity and then 
decides PWM value. 
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Fig. 3 Longitudinal control method 

 
2.1.2 Lateral Control  

We used RC servo motor and open loop control system for 
vehicle lateral control. Because RC servo motor has good 
response against control value. As the result of lane detection, 
we know four lane positions. Fig. 4 is result of lane detecting 
process. We can decide direction θ of the vehicle using lane 
position data p1, p2, p3, p4.  
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Steering angle range is ±30 degrees. Control value of RC servo 
motor is decided by using equation  (2). 
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Fig. 4 Extract point of right and left lane 

 
2.2 Vision System 

General vision system has CCD camera, frame grabber and 
computer. But the vision system used miniaturized unmanned 
vehicle has more equipments such as wireless video RF 
modules. Fig. 5 is a vision system configuration and present 
signal flow. 

 

 
Fig. 5 Vision system functional diagram 

This system can divide 2 parts as video source and video 
process part. The video source part is composed of micro CCD 
camera and wireless video transmitter and the video process 

part is composed of wireless video receiver, frame grabber and 
computer. For fast image processing, we used IMAQ vision 
frame grabber that made by National Instrument. It has ability 
of process 30 frame per second and offer easy development 
environment.  

2.3 Communication System 
The communication system of the vehicle is composed of 

data communication and video communication. Usually data 
communication method is serial and parallel communication 
method using wires. Because the system was divided 2 parts, 
so we used wireless communication method. Fig. 6 explains a 
communication system configuration and each control signal 
transmit and receive process. For real time communication, we 
used four RF data modules made radio matrix. 2 RF modules 
were assigned for data transmission and 2 RF modules were 
assigned for data receiving. 

 
Fig. 6 Communication system of the vehicle 

 

2.3.1 Data RF Communication 
We must use packet for smooth data sending and receiving. 

Fig.7 and Fig. 8 are data packets for data communication 
between vehicle and control computer. 

 

 
Fig. 7 Transmit data packet in the vehicle 

 

 
Fig. 8 Receive data packet in the vehicle 

 
Especially, preamble is added on the data packet in wireless 

communication to prevent data lose. 
 

2.3.2 Video RF Module 
In this system, video RF module is very important because 

the vehicle extract lane on the road from video. If there is no 
video input, the vehicle cannot drive as it should. Therefore 
video source must enter without fail from CCD camera. We 
used video RF module that have high frequency bandwidth. In 
Fig. 5, we also see the vision system configuration.  
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3. LANE DETECTING ALGORITHM 
Previous lane detecting method is possible to detect a 

continuous lane on the road. But the real lane on the road is 
not continuous. For stabilized driving, the compensation 
method of discontinuity lane is necessary. This algorithm is 
consists of 4 parts.  

 
3.1 Introduction algorithm 
 This algorithm is consist of 4 parts such as image input, 
preprocessing, lane detecting and calculate control value. 
Fig.9 shows flow chart of lane detecting algorithm. Image 
from CCD camera on the vehicle is transmitted to control 
computer. Then the image process several steps to remove 
noise and make clear lane. And then the algorithm is searching 
lane on the fixed area. We can obtain lane position data. Using 
these data, we can make two second order equations about a 
pair of lane on the image.  
 

 
Fig. 9 Lane detecting algorithm   

3.2 Searching range 
For fast image processing, we are interested in a part of 

image. Because searching time is increase in whole area. So 
we make 300*40 pixels searching range. Fig. 10 shows image 
size and searching range.    
 

 

Fig. 10 Searching range on the image 
 
3.3 Preprocessing of image  
Preprocessing is performed for removing noise and making 
image clearly. And it includes edge detection.  
For remove noise, we use thresholding method and filters such 
as median. Equalizing filter that is used to remove noise 

doesn’t keep edge but median filter can maintain edge. Fig. 11 
shows example about result of filtering.  

 

Fig. 11 Result of filtering 
 
3.4 Detecting lane 
After preprocessing step, the algorithm is starting to search 

lane positions on searching range. These data include loss of 
lane and error. So we used least squares regression for 
compensating errors. Using this, we can make two linear 
equations about a pair of lane. 
Equation (3) is present summation of error square. n is 

number of set.   
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coefficient of a0 and a1
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 In here, differential value must be zero for making Sr to 
minimize. Equation (5) shows quadratic simultaneous 
equation from equation (4). 
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We can obtain coefficient value of a0 and a1 from solving 
equation (6). 
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4. TEST AND RESULT 

We make two kinds of experimental on vehicle driving. One is 
using previous algorithm and the other is using advance 
algorithm. For the test, we make a pair of lane has systematic 
gap so this lane is non continuous lane.  
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5. CONCULUTION Fig. 12 shows result of lane detecting using advanced lane 
detecting algorithm. Blue line is present left lane positions and 
red line is present right lane position. In spite of the lane is not 
continuous, the detected lane is continuous.      

 
This paper is mainly dealt with advanced lane detecting 
method for unmanned vehicle driving. Unmanned vehicle is 
composed of pic micro controller, smc(servo motor controller), 
RF modules and CCD camera. The lane detecting algorithm is 
very important because the vehicle is following lanes. In this 
paper, we present a lane detecting method. This method is 
better than our previous algorithm. But this algorithm’s weak 
point is a time. Frame processing time is required 200~300ms. 
So this algorithm can process 4~5 frame per second. We must 
make effort to reduce image processing time per frame. We 
must improve wireless communication method to change 
communication equipment and algorithm.   
 Fig. 12 Lane positions using compensation method 
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 Fig. 15 Servo motor’s angle using previous algorithm 
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