
ICCAS2003                           October 22-25, Gyeongju TEMF Hotel, Gyeongju, Korea      
 

1. INTRODUCTION 
 

The support vector machine (SVM) is a kind of learning 
machine, whose fundamental is statistics learning theory. It 
has been used as a powerful recognizer due to a strong 
discrimination capability. We combine the SVM with the 
hidden Markov model (HMM) which provides a good 
probabilistic representation of sequential inputs. In addition, 
we propose a modified SVM decision structure. This improves 
the conventional multiclass SVM strategies for handwritten 
numeral recognition. 

Section 2 shows the system architecture for handwritten 
numeral recognition. In section 3, we review the background 
of SVM, HMM and principal component analysis (PCA). 
Section 4 details the recognition procedure including modified 
SVM decision structure and recognition results. Finally, we 
present the conclusion in section 5. 

 
2. THE SYSTEM ARCHITECTURE 

 

 
Fig. 1 The system architecture 

 
 Figure 1 shows the handwritten digit recognition system. 

From the digit images with resolution of 28×28 pixels, we 

preprocess images. We extract appropriate features for each 
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classifier, then combine the each result. 
 

3. BACKGROUND 
3
 
.1 SVM 

The basic idea of the SVM utilized in pattern recognition is 
to construct a hyperplane as the decision plane, which 
separates the positive and negative patterns with the largest 
margin. The positive and negative samples are denoted by 
{ , },   1,2,..., ,   { 1,1},   d

i i i ix y i l y x R= ∈ − ∈ . Suppose they are 
completely separated by a d-dimension hyperplane described 
by   

 
0w x b< ⋅ > + =                             (1) 

 
The classification is done by 
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 The SVM is to find the hyperplane, which has the largest 
margin 2 / w . The primal problem is  
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 Generally, for linearly non-separable case, the 
non-negative slack variables 1 2( , ,..., )lξ ξ ξ ξ=  are introdued 
and the linear constrained conditions change into 
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The primal problem of non-separable case becomes 
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where C is a positive constant. 
Introducing Lagrange multiplier the dual problem of 

linearly non-separable one is gotten : 
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Those samples with 0iα >  are defined as Support Vector 

(SV) that is used to determine  and the separating 
hyperplane. 

*w

 
 

 
Fig. 2 The idea of Support vector machine 

  
 Figure 2 shows the idea of SVM, which is to map the data 
into some other dot product space (called the feature space) F 
via a nonlinear map : dR Fφ → and perform the above linear 
algorithm in F. 
Substitute input variable x with feature vector ( )xφ : 
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If there exist Kernel Function K(x,y), which satisfies 
 

( , ) ( ) ( )K x y x yφ φ=< ⋅ >                      (8) 
 
then 
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Table 1 Typical kernel function in SVM 

Feature of the SVM Kernel function 
Linear function ( , )K x y x y=< ⋅ >  

Polynomial kernel ( , ) 1 dK x y x y=< ⋅ + >  

Gaussian kernel 
2

2( , ) exp( )
2

x y
K x y

σ
−

= −  

Multi-layer neural net ( , ) tanh( )K x y x yγ θ= < ⋅ > −

 
3 .2 HMM 

The HMM is a statistical model of observation sequences. 
These are supposed to be produced by a system that changes 
state at regular steps. The set of possible states has finite size 
N and the transition from any state i to any other state j is 

governed by a stochastic process. The probability of being in 
state st at step t cam be expressed as 
 

1 2( ) ( | , ,..., )t t t t tp s p s s s s− − −d=                  (10) 

 
but, in general, the assumption d=1 is made so that the state at 
step t depends only on the state at step t-1. The model is then 
called a first order HMM. A second important assumption is 
that the transition probability does not depend on t and is then 
stationary. The evolution dynamic of the system is entirely 
represented by the matrix 1{ } { ( | )}ij t tA a p s j s i−= = = = . 

 To start the process, an initial state probability 
iπ (probability of being in state i at first step) must also 

defined. The vector 1 2{ , ,..., }Nπ π π π=  represents the initial 

state probability distribution. The sequence of the states is 
assumed to be not observable (thus the name hidden), but 
gives rise to a second stochastic process characterized by the 
probabilities  to emit observation o while being in state 

j. The 

( )jb o

jb are probability density functions in the space of the 

observations and are continuous or discrete depending on the 
nature of the observations themselves. The set 1{ ( ),B b o=  

2 ( ),..., ( )}Nb o b o is the bridge between the hidden states and the 

observations. 
 A Hidden Markov Model λ  is represented by the set  
{ , , }A B π . The calculation of the parameters in A, B and 
π (the training), is performed with the Baum-Welch 
Algorithm, a particular form of the EM algorithm [6]. 
 Once a model λ  is trained, the probability ( | )P O λ  of 
an observation sequence O being produced by the model λ  
is calculated usually with the Viterbi algorithm, which gives 
an acceptable approximation of the probability with a reduced 
computational effort [6]. 
 
3 .3 PCA 
 Principal component analysis (PCA) is a well-established 
technique for dimension reduction. It replaces the original 
variables of a data set with a smaller number of uncorrelated 
variables called the principal components. Given N images, 
convert each image to a column vector of length D so we have 
a set of N D-dimensional data points :  
 

1 2 3, , ,..., Nx x x x                               (11) 
 
Then, the mean and covariance matrix can be calculated : 
 

1
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Defining a projection matrix Ad composed of the d 
eigenvectors of covariance matrix with highest eigenvalues, 
the d-dimensional representation of an original is given by the 
projection : 
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The recognition rate in the first stage can be increased as 
compared with the tree SVM and the number of SVMs used in 
the test phase is less than one-against-one SVM structure. 

 
( - )T

i d iy A x m=                             (14) 

It is used as inputs for recognition. And an image is 
reconstructed from its eigen-space representation by : 

 
4 .2 The recognition results 

  The database for our experiments is from the MNIST 
database and slab ID numbers of POSCO which is Korean 
steel manufacturing company : 10,000 images for training and 
5,000 images for testing. We preprocess images using the 
binarization, slant correction and centralizing. Then, we 
extract the appropriate features (the dimension reduced data 
from PCA and the chaincode) for each classifier, SVM and 
HMM. We reduce the dimension from 784 to 100 and get the 
chaincode from a contour feature [8]. 

dx A y m= +                               (15) 
 

4. HANDWRITTEN NUMERAL RECOGNITION 
 
4 .1 Modified SVM decision structure 

We focus on the SVM classifier and the HMM is used as a 
complement for decision. Especially, we modify the decision 
structure of the multiclass SVM.  We have used a SVM classifier with Gaussian kernel. ‘Max 

win’ voting strategy has been used in one-against-one SVM. 
The tree SVM has been built using k-means algorithm : 
(0,1,4,7) vs. (2,3,5,6,8,9).  

The SVM is a binary classifier. Various approaches have 
been developed in order to deal with multiclass classification 
problems : K one-against-all, K(K-1)/2 one-against-one and 
trees of SVM [2][3].  In decision, we apply the following rule : 

1) If the max output of the SVM is just one, the HMM is 
ignored in decision. 

Figure 3 shows the modified SVM decision structure. We 
need 55 SVMs (K+K(K-1)/2=55, where K=10) in the training 
phase. Instead of one-against-all SVM, we propose 
one-against-necessary other SVM. This is based on excluding 
unnecessary data in ‘all’ term of one-against-all. For example, 
we just need not all, but ‘3’ & ‘4’ in ‘0’-SVM : we call ‘0’ as 
main-term and ‘3’, ‘4’ as sub-term.  

2) If the max output of the SVM is two at least, the 
decision is dependent on the output of the HMM. 

 
The results show that systems with modified SVM decision 

structure provide better recognition rates than conventional 
multiclass SVMs. However, a hybrid method has a drawback 
for test speed. 

 

 
Table 2 Recognition results 

 Recognition 
rate 

Test time 
(sec/numeral)

One-against-all 97.12 0.13 
One-against-one 97.58 0.43 

Tree SVM 97.08 0.11 
Modified SVM 97.78 0.21 
Modified SVM 

+ HMM 
97.84 0.46 

 
5. CONCLUSION 

 
In the paper, a hybrid SVM-HMM method is introduced 

for handwritten numeral recognition. We use adapted features 
for each classifier and combine each output in the last. To 
improve the performance, we specially propose the modified 
SVM decision structure. It seems to combine the conventional 
multiclass SVMs and uses only necessary data in 
one-against-all SVM stage. This improves the accuracy of tree 
SVM and the test speed of one-against-one SVM. A hybrid 
SVM-HMM method has the highest recognition rate in the 
experiment, but the test speed is slow. We need to consider the 
feature extraction for the HMM. Fig. 3 Modified SVM decision structure 

  
 The test procedure is as follows :  

1) 10 one-against-necessary other SVMs are used first. If 
the output of ‘N’-SVM is positive, go to the stage 2). 
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