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1. INTRODUCTION 
 
Assembly line balancing (ALB) problems aim to allocate 

assembly tasks to a number of workstations so that idle time 
should be minimized while satisfying the precedence and 
cycle time constraints. The problems are great concern to 
researchers , and much research effort has been made[1]. The 
methods for solving these problems are categorized into two 
approaches: analytical approach[2] and heuristic approach[3]. 
The analytical approach can find exact solutions, but they 
become intractable with large size problems[1]. On the other 
hand, the analytical approach can cope with large size ones, 
but they do not guarantee an optimal solution.  

Meanwhile, the Hopfield neural network[4,5] has been 
applied to  solve various optimization problems including 
ALB problems[6,7]. However, this method has a problem of 
frequently generating a non-optimal or meaningless solution 
because of converging to a local minimum. 

To overcome such disadvantage, this study proposes a 
neural network for optimization, then it is applied to solve 
ALB (assembly line balancing) problems. In this study, the 
objective is to achieve even distribution of workload between 
workstations while minimizing the idle time. Modifying the 
Hopfield neural network, the proposed neural network is 
designed such that each output is changed with a small value 
at every evolution according to the sign of their change.  

To show the effectiveness, the proposed neural network is 
applied to solve ALB problems. The application results show 
that the proposed neural network is fast, and has a high rate of 
yielding optimal solutions . 

 
2. NEURAL NETWORK FOR OPTIMIZATION 

 
2.1 Line Balancing Problem 

An assembly line is assumed to consist of a number of 
serially connected workstations in which N assembly tasks are 

adequately allocated to a number of workstations. Each 
assembly task is given a process time jt . Then, the work 
content wcT , total assembly time for completing all tasks, is 
defined by 
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An ALB solution can be represented by a set of M 

workstations each of which wsi is given a workload iτ , the 
sum of process times for the assigned tasks . The assembly 
tasks need to be allocated to M workstations such that 
workload deviation among workstations should be minimized.  

As a measure of workload deviation, the workload variance 
V and the mean absolute deviation of workloads MAD are 
introduced[8], and are defined by 
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where τ is the mean workstation time evaluated by 
 

M
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In this study, the workload variance V is reflected to an energy 
function of the neural network for deriving an evolution 
equation. 

 
2.2 The Proposed Neural Network  

This study develops a neural network based on 
modification of the Hopfield-Tank network fo r optimization 
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[5]. The evolution equation of the network is expressed by 
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where v i (i=1,2, …,n. n  is the number of output nodes) is the 
output of a neuron ( )10 ≤≤ iv , ui is the total input to the i-th 
neuron, wij is the interconnection weight between two nodes, Ii 
is the external input, and g(ui) is a sigmoid function. 

Eqs (5)-(7) are highly nonlinear differential equations, and 
it takes much time to numeric ally compute them. It can be 
observed from simulation that an output node tends to change 
in a large amount once in a while. In this case, the network 
usually converges to a local minimum to generate a 
non-optimal solution. 

To overcome such problems, this study proposes a neural 
network in which the change of output is restricted to a small 
value according to the sign of Eq. (5). That is,  
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where k is a time step and c is a small positive constant. Fig. 1 
shows a block diagram for the evolution of the proposed 
neural network, based upon Eqs (5) and (7)- (9).  

The energy function of the network can be expressed by 
[4] 
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where Enet is the n etwork energy expressed by 
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Based upon differentiating the above equation with respect to 
v i, the following relationship is derived [7]: 
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The above equation is to be extended for solving ALB 
problems adopting an NxM network.  

 
2.3 Neural Network for ALB Problems 

 
To apply the proposed neural network for solving ALB 

problems, and Eqs (10) and (12) are modified as follows, 
respectively: 
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where EALB is an energy function for assembly line balancing, 
i=1,2, … , N, and α =1,2, …  , M. (N  is the number of tasks 
and M is the number of workstations).  

This study defines the EALB to consist of five energy terms 
as in the followings: 
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E1 and E3 are terms for abnormal solution, E2 the penalty term 
for violation of the precedence constraint, E4 is the one for 
requirement of workcontent, and E5 is the one for the 
deviation of workload 

E1 is defined in such a manner that it increases when more 
than a task allocated to more than one workstation, and can be 
expressed by 
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where A is a positive constant.  

E2 is the energy term for violation of precedence 
constraints, and is expressed by [6] 
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where B is a positive constant. αβq  is an index according to 
the order of workstations as in the followings: 
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aij is an index for the precedence constraint b etween two tasks, 
and is defined by 
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Fig. 1 Block diagram for the evolution of the proposed 
neural network 
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E3 is the penalty term that increases when the number of 

tasks expressed in the network is not equal to N, and is 
expressed by 
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where C is a positive constant. 

E4 is the penalty term which increases when the total 
workcontent expressed in the network is not equal to the one 
in Eq.(1), and is expressed by 
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where D is a positive constant. 

E5 is the term for workload deviation for all workstations, 
and is defined by 
 

2

1 1
5 )(

2 ∑ ∑
= =

−=
M N

i
iivt

F
E

α
ατ . (22)  

 
where F is a positive constant. 

From summing Eqs (16) to (22), EALB is obtained by 
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Finally, based on Eq. (14), the evolution equation is derived by  
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The right term of the above equation is then calculated once 

per each revolution for verifying the sign of αinet , then the 
change of output is evaluated as in the followings: 
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The above equation is to be used for solving ALB problems. 

 
3. CASE STUDY 

 
To show the effectiveness of the proposed approach, it is 

applied to solve ALB problems, and are compared with 
Hopfield network approach.  

 
3.1. Application to ALB Problem 

In this study, ALB problems are given a precedence 
diagram and the number of workstations. Fig. 2 shows an 
example of precedence diagram an eight-assembly -task 
problem. In the figure, the number in a node represents task 
number, and the number below each node does process time 
for the task. This example shows four-workstation balancing 
solution in which the assembly tasks inside a dotted line 
constitute a workstation.  

 

The program is written in Visual C++ executed by a PC 
with 300MHz CPU. In this simulation, the constants in Eq. 
(24) are chosen as A=B=20 and C=D=F=5, while constant c in 
Eq. (25) is 2.  

The above problem is represented by an NxM network: 
N=8, M=4. Fig. 2 shows an example of evolution of the 
network. In the figures, each row represents a part number, 
and each column is a workstation.  

In the figure, the size of rectangle is depicted to be 
proportional to the value of output between zero and unity. 
The initial values are randomly assigned with small values, 
and the network evolves by Eq. (24) to yield a solution. Fig. 
3(c) shows that workstation 1 consists of tasks 1, 2 and 3, 
workstation 2 consists of tasks 2 and 7, and etc. In this case, 
the cycle time is shown to be 3.6 sec.  

Fig. 2. Eight-assembly -task problem and the optimal 
solution for four workstations. 

1 2 4 7 0.6 2.7 
0.9 8 

1.9 

5 

3  

1.4 

1.6 

1.2 
3.4 6 



 

 

 
Fig. 3. Evolution of the network during a simulation run. 

(a) Initial pattern  (b) k=400, (c) k=3000 

 
To show the performance, the proposed method is applied 

to solving Jackson’s 11-task problem[9] shown in Fig. 5, and 
the result is shown in Table 1 to be compared with the one of 
Ref. [8].  
 

 
Table 1 shows the simulation results in which the numbers of 
workstations are given 8, 6, 5, 4, and 3s. For each number of 
workstations, 30 simulation runs were carried out, and yield 
the cycle time and MAD. The MAD’s obtained are compared 
with those in Ref. [8]  

The table shows that the proposed approach successfully 
solves ALB problems, and the workload deviations are smaller 
than those of Ref. [8]; the MAD are reduced by 35.4% in 
average.  
 

Table 1. Results for Jackson’s 11-task problem. 
 
No. of 

workstations 
Cycle time 

MAD 
(proposed) 

MAD[8] 

8 7 0.8125 1.0000 

6 9 0.6228 1.0000 

5 11 0.7200 - 

4 12 0.5000 - 

3 16 0.4444 0.8889 
 
 

3.2. Comparison with Hopfield-Tank network 
To compare the performance, the proposed approach and 

Hopfield network [5] are used for solv ing the ALB problem of 
Fig.2, respectively. The optimal solution of the problem is 
known. In this simulation, 30 simulation runs were carried out 
for each method. Table 2 shows the comparison result. 

 
Table 2. Performance comparison. 

 

Performance 
Proposed 
approach 

Hopfield 
network 

Rate of finding a feasible 
solution (%) 

76.0 33.3 

Rate of finding an optimal 
solution (%) 

43.3 10.0 

Execution time (sec) 10 1500 

 
It can be seen from the table that the proposed approach 

has a superior performance to the Hopfield network.  The 
rate of finding a feasible solution is increased by more than 
two times, and that of finding an optimal solution is increased 
by more than four times. Especially, the execution time for the 
proposed network is only one fifteenth of the Hopfield 
network.  

From the case study, it is concluded that the proposed 
neural network approach can successively solve ALB 
problems, and the performance of the network is much better 
than Hopfield network.  

    
4. CONCLUSION 

 
This study proposed a neural network for optimization, 

and it is applied to solve ALB problems. The results are 
summarized as follows :  
 

(1) Modifying the Hopfield neural network, this paper 
proposes a neural neural network in which each 
output is changed with a small value at every 
evolu tion according to the sign of the net input. 

(2) The workload variance among workstations is 
reflected to an energy function of the neural network 
for deriving an evolution equation 

(3) The proposed neural network is applied to solve 
ALB problems, and the result shows that it yields 
the solution having small workload deviation. 

(4) In comparison of the Hopfield network, the 
proposed approach has a superior performance in 
execution speed and solution quality to the Hopfield 
network. 

 
From the case study, it is concluded that the proposed 

neural network for optimization can successively solve ALB 
problems, and shows a high performance. 
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